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An Outsider’s
Guide #o Real
Business Cycle
Modeling

Joseph A. Ritter

One exhibits understanding of business cycles
by constructing a model in the most literal
sense: a fully articulated artificial economy
which behaves through time sc as to imitate
closely the time series behavior of actual
econonties.

Robert E. Lucas {1977)

uring the last decade, guided by Lucag’
. 2 principle, the real business cycle (RBC)
2" model has hecome a standard tool for a
large share of macroeconomists. The tool has
found such widespread applicability that pro-
ponents of this approach to macroeconomic
moedeling (and those with proper sensitivity
training) now prefer a more generic label:
computable dynamic general equilibrium
model. Other demographic groups often
regard the customs and riruals of RBC propo-
nents with some degree of bafflement. The
goal of this article is to dispel some of the
aura of mystery that surrounds—{rom an ous-
sider’s point of view-—the specification, cali-
bration, solution and evaluation of RBC mad-
els.! It is thus concerned more with the “hows”
of RBC modeling than with the “whys” {or, for
that matter, the “why not’s”)." Broader intro-
ductions to real business cycle modeling can
be found in Blanchard and Fischer (1989,
chapter 7), McCallum (1989}, Plosser (1989)
and Stadler (1994). The pioneering papers are
Kydland and Prescott {1982) and Long and
Plosser {1983).

Three criteria have guided the model-
building process in the RBC literature.

(1) Decisions of firms and consumers should
be derived from fully specified intertempeoral
optimization problems with rational expecta-
tions. (2) The general equilibrium of the
model must be fully specified. (3) Both the
qualitative and quantitative properties of the
model should be studied. Lucas argued in
1980, before work began on RBC models,
that theoretical developments beginning with
Hicks, Arrow and Debreu allowed modern
economists to begin work which met the
first two criteria. The dramatic fall in the
price of capital {(computers) has made it
possible to meet the third criterion as weli,
allowing macroeconomists to explore their
models in much greater depth (although this
potential is not always realized). This articte
is concerned mostly with giving an outsider
a feel for how the third requirement is met.

It proceeds by describing the theory underlying
a standard RBC model, explaining what con-
stitutes an equilibrium, and then delving into
the mechanics of solving a specific model
(Mansen’s landmark indivisible labor model)
using a specific technique. 1 conclude with
two illustrations of how the basic methodol-
ogy can be extended to study fiscal and

monetary policy.

E2

The typical RBC model is an Arrow-
Debreu type economy, specifically a one-
sector stochastic growth model. Many iden-
tical consumers who live forever maximize
expected utility (derived from goods and
leisure} subject to an intertemperal budget
constraint. Competitive firms purchase factors
in competitive markets. Uncertainty comes
from a stochastic shock to the economy’s
production technology.

For simplicity, suppose that consumers
own capital directly and rent it 1o firms. Firms
buy capital and labor services [rom consumers
and use them to produce a single output which
can be used as either consumption or invest-
ment. Output is the numeraire. The firms’
techniology is described by an aggregate con-
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! Qutsiders would include, omong
athes, those who (ke the outhor)
wete educated where these medels
were not i favor ond those who
{like the casthor} Fnished schooi
hefore fhese models held o lage
market shere.

? i1 this spirt, the progrars dsed in
the artide ore avofiohie on the
FRED efecironic bulletin board. For
more information, see the back
cover of this issue.



3 Far o long fime, #e fechnology
shock A, was the driving force in
most RBC models (hence, the
“real”}. Both proponents and
apgonents recognized s os the
Achifles hesl of this line of research.
(ne response hos been the devel
gpment of models in which sechnok
ogy is niot the only source of uncer-
trirety (the last section conting fwa
examples}, theugh he crificsm
goss deepar than simply doiming
that there ore other kinds of shocks
{see Stodler, 1994, section f¥A.).

The exact sequence of substitutions
herg is designed fo hammer the
model info the mold required fater
for o specific numerical solution
mathod. For excmple, 7, could easi
Iy he efiminnted fram the problem
using 3, hut that would be inconve-
sieat loter,
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stant-returns-to-scale production function
which includes an exogenous aggregate tech-
nology shock, A A F(K,.L), where K, and L,
are the aggregate levels of capital and labor.?
The A, are usually taken to be serially corre-
lated, but the exact specification can be post-
poned. These are simple competitive firms
which will purchase labor and capital services
at wage W, and rental price R, up to the point
where their marginal products equal W, and
R,, respectively:

(]} W=AF(K.L), R=AFLK,L).

Let [ be a consumer’s time endowmenit,
l, the amount of labor she supplies, ¢, her
consurmnption, k, her holdings of capital and 4,
her rate of gross investment. (Upper case will
be reserved for aggregate vartables.) The con-
sumer takes prices W, and R, as given. Given
a starting value k;, she chooses paths, that is,
contingency plans, for i, and [, to maximize

o

E, Zﬁ{u(ci, -1

t=0
subject to a budget flow constraint
(2) ¢, +i, SRk, +W],

and a description of how capital accumulates
and depreciates:

3) k=(1-0k_,+i,

For present purposes, it is more useful to
frame the solution in terms of decision rules
which prescribe i, and !, as functions of current
state variables, k,, K, and A;:

L=ilk, K, A), =10k, K, A).

These decision rules depend only on the state
variables which fully describe the position of
the economy at the beginning of t and which,
therefore, contain all of the information needed
to decide optimal levels of i and I, A great
deal of information about how the economy
works—about the structure of the model,

in other words—will be embedded in these
functions when we find them.

In addition to capital, there may be many
hnancial assets with a net supply of zero, but,
since consumers are identical and the economy
is closed, these assets would be redundant.
Nevertheless, the prices of these assets are

0gd<l

determined by the model; once equilibrium
quantities are known, they can simply be
substituted into the Fuler equation for each
asset to determine its price.

Since consumers and firms are identical,
this artificial economy is mathematically
identical to a representative agent economy
in which one price-taking consumer sells labor
ane capital services to a single price-taking
firm. On the surface, finding an equilibrium
appears to be a very daunting task. Even
though we have reduced the number of con-
sumers and firms to one each, we still have
an infinite number of goods: consumption
and ieisure in various states of the world at
dates from 0 to infinity. However, a great deal
is known about the theory underlying this
type of economy (Stokey, Lucas and Prescott,
1989), and this theory provides important
ols that allow simulations to be constructed.

fe]
N
£
g‘éi%i

For the representative consumer, the
state of this economy at the beginning of t is
summarized by the individual’s capital stock
k., the aggregate capital stock K, and the state
of technology A,. Thus, the maximum lifetime
utility attainable by the consumer will he a
function Vol k, K, and 4,. V(k, K, A,) is the
value function for the consumer’s wtility max-
mization problem.

The core of the problem is to find V. To
start, substitute the budget constraint (2) into
the consumers utility function, then substitute
marginal products for W, and R, as described by
equation 1. The latter substitution implicitly
defines the consumer’s rational expectations
of factor prices in terms of present and future
values of aggregate labor and capital. In other
words, the consumer does not care about K,
and L, per se; they merely contain the same
information as W, and R,* We now have

Eo{i BufA F (K, L)k,

{ =0

+AF (K, Ll =i, T~ 1)}

In period 0. the consumer is choosing i, and
l,. Rewrite utility as
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(4') u(AOFK (KO’ LO )hg
+AF (Ko, Lol 1, [ o)

+BEL Y Bul AF (K, Lk,

=1

A F (K L)1, 11

Examination ol the second terin in 4 reveals
an important feature of the optimization
problem; apart from the values of state
variables, the consumer will solve exactly the
same problem in period 1 as in period 0. For
an optimal plan, this recursion is summa-
rized in the Bellman equation for the con-
sumer’s problem at &

(5)  Vik,K,A)
R KoL, AD

e

= H'}ratx {u(i I

+ ﬁEV{(kM,;: K., Af*’i){A‘}}

The maximization on the right is subject to
the consiraint {3) that connects investment
and capital. Embedded in 5 is Richard
Bellman's deep insight that if you know the
value of your problem next period for the
various values of state variables, it is a rela-
tively simple matter—a static maximiza-
tion--to higure out the optimal action now.

There are tour kinds of variables in 5:
individual decision variables {i, 1); an indi-
vidual state variable (k); economy-wide state
variables (K., A); and an economy-wide variable
determined in t {I,).5 The state variables are
determined at the start of ¢ or inherited from
t-1. The contemporaneously determined
economy-wide variable L, appears because
(for mathematical reasons evident below)
we have substituted out W, and R,. These
market-clearing prices would otherwise sum-
marize the infermation contained in K, and
i., that is relevant to the consumers decision.
Qur task is to find a recursive competitive
equilibrium, that is, decision rules i(k, K, A}
and I{k, K, A} for the household, functions
I{K, A)) and L(K,, A} determining aggregate
investmeni and laber, and a value function
V(k, K, A,) such tha:

(6) Vik, K. A)
=ulilk, K, A )1k, K, Ak,
K LK. A)A)

HBE[VEE K A0, |
with

M LK, A =K, K, A)
and IK,, A = i(K, K, A),

Condition 6 says that, given expectations L(+),
decigion rules i(+) and {(+) are optimal for
consumers. The equations in 7 say that
expectations of aggregaze labor supply and
investment are consistent with individual
decisions. Only a small number of examples
can be solved analytically (for example, Long
and Plosser, 1883), so we must Now urn o
the computer.

To compare the time-series behavior of
the model’s equilibrium with the time-series
hehavior of actual economies—Ito evaluate
its quantitative implications—requires that we
sitnulate the model using specific functional
forms and parameter values. The process of
choosing parameter values, calibration, is
delerred to the next section, The next few
sections illustrate solution procedures by
fully specifying, calibrating and solving Gary
Hansen’s (1985) indivisible labor model, an
early landmark in the RBC literature. Hansen’s
relatively simple model provides a clear illus-
tration, but should not be taken as the state of
the art. The solution follows one of the popular
linear-quadratic approximation methods®

Subsequently, the preduction function is
assumed to he Cobb-Douglas:

AF(K,L)=¢" "KL

The technology shock ¢ is driven by an
AR(1) process:

®  A=rote, ¥

<1,

where the g are independent and idenrically
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* Hansen and Prescott (1995} would
cel £; an “oggregate decision vark
ghle.” Gther soiution methuds
vould solve for pricing rufes that
specity ¥, ond £, s functions of
sfofe variables raher thar for on
“oquregate decision ruie” for £,
in sither case, the funcions copluse
the substance of fhe ossumation of
rafioned expactations.

¢ Taylor and Uhlig (1990) compere o
number of approcehes ko solving
stockastic growth modals. Other
papers in the same ssue of the
Joumal of Business and Feanomic
Statistics provide shart descriptions
of the various selution methods.,



¥ This spedficcion diffess shightly from
Hansen's, which assumes that the
technolagy is A, FE,, L), with &,
tog-normally distributed. Cheice of
an AR{T) process might b6 consid:
erad part of calihmiion since a spec-
Hicosion secech I usuoly port of the
oveitl] process of estimating .

i The method descibed hare ard in
the appendix differs in detalls from
Hansen ond Prascott's algarithn,
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distributed normal random variables that are
independent of ali t—1 variables’ It is easier
to wark with A, rather than A, as a state vari-
able from this point forward.

The utility function is specified in a
somewhat unusual way that incorporates
indivisibility of labor inputs, the contribu-
tion: of Hansen's paper,

¢ Ul 1-1) =togc, + BU-1),

where B is a constant. The Bellman equation
5 becomes

(57 V(. K, 4,)
= Hgix{log(eﬂ‘ F (K, L)k,
+ e FK, L)
+BdI-1)
+ BE[V(,, Koy A)

A}

Hansen showed that using a representative
consumer with this utility funcrion produces
the same comperitive allocations as individual
consumers described in the following way.
Each consumer works either 1, hours or not
at all, but gets paid in either case. The prob-
ability of working, chosen by the consumer,
is &, Labor supply is determined indirectly
by cheosing «, rather than directly by choos-
ing I. Total labor time in the economy is
thus L=a,l, If the utility function of indi-
vidual consumers is

(10)  Ulc, &) =loge, + A, log{l ~1,),

with A>0, then the representative consumer
wiil have utility 9. By making these modifi-
cations, Hansen hoped to improve on the
rather poor perlormance of the basic model
{(with divisible labor) in matching facts about
relationships among hours, employment,
cutput and productivisy.

Mansen’s model could be solved using
the shoricut of inding a Pareto optimum,
that is, solving the social planners problem.
That approach, which was used extensively in

the early RBC literature, would work like this:
Since agents are identical in this model, a
Pareto optimum can be found by maximizing
utility {97 subject 1o society’s production possi-
bilities, ignoring market structure. Production
possibilities are described by the production
funcrion, the process generating technology
shocks, and the capital accumulation equation.
This is a much simpler problem. Since the
model has no distortions, the Second Welfare
Theorem applies: The Pareto optimal alloca-
tion can be supported as a competitive equi-
librinm. Thus, the solution to the social
planners problem replicates the outcomes

of a decentralized competitive system,

Rather than taking the shortcut of solving
the social planner’s problem, this section fol-
lows the more general method described in
Hansen and Prescott (1993) that also applies
to models with distortions.! Two such models
are briefly described in the section titled
“Extending the Basic Model.”

There are two keys to finding the value
function V using functional equation 5 or 5",
The first is approximation, described shortly.
The second is the Contraction Mapping
Theorem, a fixed point theorem, which guar-
antees that for certain problems the following
steps will converge to the vatue function V.
The theorem does not actually apply to many
RBC medels, so there is no guaranzee in gen-
eral, but this appreach usually converges
anyway, finding the correct value function.

1. Choose an arbitrary function
Vo(ki.—h Kuiv ”l{‘l)-

2. The problem on the right-hand side of 5
is now a static optimization, Solve it to
get decision rules i,=i(k, K,, A,) and
L=1(h, K, A). Substitute these into the
right-hand side to produce a new func-
tion, Vi{k, K, 4,).

3. Replace V' on the right-hand side of 5
with Vi(k,,1, K., A..;). Return io step two
unless V' and V' are aimost identical.

Unlortunately, in general, step 2 will not
produce a function that can be written down
in any compact way, particularly given the
presence of the expectation in the middle of
the right-hand side of 5. This problem is
addressed in Hansen and Prescott’s method
by solving a guadratic approximation of the
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model, rather than the fall model. Variations
on the linear-quadratic approximation have
been the most common method of solving
dynamic general equilibrivm models, starting
with Kydiand and Prescot (1982).

For simulatien purposes, the model is
approximated by a Taylor series expansion
of the wiility function (as it appears in 4 after
all the substitutions) around the steady-state
equilibrium values (K. L. 1) that would occur
if we set all the shocks to zero. In some models,
the zero-shock equilibrinm is not a steady
state. In these cases, a simple change of vari-
ables usually produces the required steady
state. If, for example, the pepulation were
assumed to be growing, the model would be
formulated in per capita terms. For Hansen'’s
model, {537 becomes

5"y V(k,K,A)

= max{Z,' Qz,

[

+ BENV (e K A A, }}

where Z, = {1 A, k, K, 1, I, I, LY. Including
1 as a state variable allows the quadratic
approximation to be written as a single qua-
dratic form (see the appendix).

The beauty of the quadratic approximation
is threefold. First, one can guess (correctly)
that the value function is quadratic. Second,
it does not depend on the distribution of g,
except for a constant that involves the covari-
ance matrix of . Third, this constant is not
essential for our analysis because it does not
invelve any of the state variables. Because the
constant is not essential, we can ignore it and
the expectation along with it. For details, see
Sargent (1987, section 1.8), but it is not difficult
to see that the iterations described above will
always produce a quadratic if V° is quadratic.

ety

Most of the pieces of a solution method
have already been described, but there is one
missing, namely, how to handle I, This is
neither a state variable nor a decision variable
of any agent. It is an aggregate outcome of
households’ decisions. The aggregation hap-
pens to be trivial here because there is only

one household. But the distinction between |,
and L, must be maintained because the
houschoid must behave as if it takes prices
{W, and R)) as given, and these would be
fonctions of L, not 1, if we had more than
one consumer.

So how should L, be handled? (Though it
does not appear in the model, we also need to
worry about I, for reasons that will become clear
moementazily) The model assumes thar house-
holds have rational expectations about L, and
I, so they recognize that equilibrium values of
these variables will satisfy the first-order con-
ditions. In maximizing the righi-hand side of
5" at each iteration, the lirst-order conditions
define a linear relationship among choice
variables [, and i, aggregates L, and [, and
state variables:

O=ugy+uyl, +uyf +uyl,
tugl +ugk, b ug K 4w A,

0=y +uyl, +u, i +u, L
+ gl +ugk +u K+ A,

20 t

The first-order conditions can be solved for

} and i, to get household decision ruies spec-
ified in terms of state variables, as well as I,
and I. However, if I, is substituted for I, and
I for i, in the Orst-order conditions {thus
imposing 7), the equations can be solved for
L, and ], as functions of state variables. These
sohutions can be interpreted as households’
conditional expectations of aggregate labor
supply and investment, given the current values
of state variables. Hansen and Prescort call
these “aggregate decision rules.” The solutions
for aggregate labor supply and investment
replace L, and [, in the household decision
rules which then become functions of state
variables alone.” This procedure ensures that
condition 7 for a recursive competitive equi-
librium is satisfied at every iteration.

When the value function approximations
converge, we have found a value function,
decision rules for | and i, and aggregate labor
supply and investment functions that satisty
equations 6 and 7 by construction. The Con-
traction Mapping Theorem does not apply to
this particular dynamic programming problem,
but the algorithm does find the value funcrion
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¥ Thaugh # oppsars here formally, 1,
drops out of household decision
rufes for this model, that i,
u,=4,=0.
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" A reporte by Honsan, Tablo 1.
? iverages across SO0 simudations.

0 This diffars dightly fram Honsen's

valwe {0.06712) becouse technok
ogy shocks are specified in o differ-

ent way.

1 Seq Kydland ond Prascort {1982,
p. 1362).

if given an appropriate V. The results are, of
course, subject to the caveat that if shocks take
the economy too far from the steady state, the
quadratic approximation may not be accurate,

2 mEn s A Y 2t e
LW TR PN

There are six unknown parameters in
the description of Hansen’s model, 8, 8, 3. B,
yand the variance of & Hansen chose values
as follows. Given Cobb-Douglas technology,
8 is capital’s share of output, He used an est-
mate of 8 =0.36 based on time series for the
U.S. economy. A choice of 8=0.023 {corre-
sponding to an annual depreciation rate of
10 percent} was chosen as “a good compromise
given that défferent types of capital depreciate
at different rates.” A steady-state annual
riskless real interest rate of 4 percent would
be implied by B=0.99. Hansen chose B=2.85,
which corresponds to an apparently arbitrary
vaiue of A=2 in 10, combined with [,=0.53.
The 0.53 value equated steady-state hours in
Hansens divisible and indivisible labor models.

The standard deviation of £ was chosen so
that, for the artificial economy with indivisible
labor, the standard deviation of detrended
output would be about the same as that of
detrended GNP for the U.S. economy. A value
q =0.00717 meets this criterion.” A value of
}f-(} 95 was the first-order autocorrelation
coefficient of the Solow residuals for the U.S.
economy.

Calibration strategies are often much more
complex than this, and the justifications more
elaborate, but they always have the same
simple purpose, to select a plausible parameter
point at which to study the behavior of the
model. Kydiand and Prescott (1994) detail
calibration strategies and their own philosophy
of calibration. Researchers often conduct
informal sensitivity analyses, varying the
parameters whose values are most uncertain.
The most common such exercise seems to
be to vary the risk aversion pararneter in
models in which utility is of the constant
relative risk aversion form.

Once the value function is found and
agents’ decision rules are known, it is rela-
tively simple to simulate the model. The
equations of motion for A, and K, along with
the aggregate decision rule for I, are a system
of three linear difference equations in three
unknowns that can easily be simulated.
{Recali that K,= k, in equilibrium.} Starting
values are chosen for the state variables and
innovations & are drawn randomly.

The real and artificial data are filtered
by taking logarithms and detrending with
the Hodrick-Prescott filter.” There are two
reasons for filtering. First, the model is
intended to explain phenomena at business
cycle freguencies, and the Hodrick-Prescott
filter highlights those [requencies. The
models are not intended to match long-run
growth facts, so it would be unfair to compare
low-frequency movements in the data with
those from the model, A filter that removes
low-frequency movements in the data and
modet cutput allows the model to be com-
pared to phenomena in the data it was
designed 10 explain,

Secend, many macroeconomic time
series may nol be stationary. I this is true,
their second moments do not exist. Though
it would still be possible to generate sample
second moments, there would be no reason
to think that another ser of observations on
the same economy would produce sample
second moments similar to the first set.
Thus, there would be no point in trying to
produce models that matched a particular set
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of sample second moments. Filtering that
induces stationarity removes this problem in
the sense that samples drawn from the same
data-generating process would be expected to
produce similar sample second moments.

There are other ways to filter the data,
by taking first differences, for example. While
the Hodrick-Prescott filter is somewhat con-
troversial (Cogley and Nason, 1995; King and
Rebelo, 1993}, proponents argue that it does
a good job of emphasizing the movements in
the data that most macroeconomists would
call business cycle movements. For example,
Kydland and Prescott {(1990) say “...the
implied trend path for the logarithm of real
GNP is close to the one that students of busi-
ness cycles and growth would draw through
a time plot of this series.” Cogley and Nason
argue, on the other hand, that if the data are
an integrated process, “the filter can generate
business cycle periodicity and co-movement
even i none are present in the original data.
In this respect, applying the HP filter to an
integrated process is similar to detrending
a random walk.”

The results in Table 1 summarize 500
simulations of 115 periods each. The statistics
are calculated from natural logarithms of each
series detrended using the Hodrick-Prescott
filter with a parameter of 1600. Each simula-
tion chooses 4, from the unconditional dis-
tribution of 4. This is more difficult for K, so
[ simulate the model for 100 periods, starting
K at its steady-state value. The value after
100 periods is used as K, for the simulations
reported in Table 1.7 1n other words, I simu-
late the model for 215 periods and throw away
the first 100 in order to get a representative
distribution of starting capital stocks. This
procedure allows the statistics reported in the
table to be interpreted as averages across 500
identical artificial economnies with indepen-
dent realizations of the technoelogy shocks.

Evaluation of RBC models’ output has
usually been informal. Hansen, for example,
was interested in how well this indivisible labor
madel performed relative to a more standard
divisible labor model (with utility given by
log ¢, — Alog1). He noted that the standard
deviation of hours relative to that of produc-
tivity in the divisible labor model was only
about 1 compared 10 1.34/0.51 = 2.6 for the

indivisible labor model and 1.4 for the U.S.

economy. He argued that the indivisible labor

model showed promise because standard

models chronically produced ratios that were
teo small. Since the real world is not charac-
terized by fully indivisible labor, he argued, it

was good that the ratio for the U.S. economy
lay between the two models’ predictions,

A few additional tools have been used
to evaluate model output. A fairly common
approach is to compare impulse response
functions from the model with those from
a vector-autoregression on the data. Watson

{1993) has proposed a procedure for evaluating

the fit of a calibrated model. A variety of new
approaches is discussed in Pagan (1994),
which is a thought-provoking overview of
calibration exercises.

EETENDING THE
BARIC WODEL

The solution technique described above is
more powerful than needed to solve Hansen’s

model, but makes it possible to outline how

more sophisticated models can be handled. T've

chosen two examples from areas in which

extensive contributions have been made. These

particular papers fit easily into the framework
developed above.

One obvious road to follow in generalizing
the basic RBC model is 1o add fiscal policy to

the model. Though obvious, this was not
initially an easy road because a minimally
realistic model requires distorting taxes. The
first generation of solution methods that

relied on solving the social planner’s problem

are not appropriate for models in which the
Second Welfare Theorem is not true.
A recent contribution in this area is

McGrattan (1994a, 1994b), which developed

a model in which agents face stochastic tax
raies on both labor and capital income.
MeGrattan {1994h) modified the indivisible
labor model as follows. The government uses
tax revenue to fund government purchases
and lump-sum transfers. Thus, the consumers
budget constraint (2) is replaced by
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thrae ond four of Table 1 differ very
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Hansen. Sompling variation and o
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13 MeGrattan actually used o method
described in McGrattan (1994c).
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where the capital tax allows a depreciation
deduction and & is the lump-sum transfer.
The tax rates, 7, and ¢, and government pur-
chases, g, are exogenous state variables (like
the technology shock A). The size of the
transfer is determined by the government
budget constraint which imposes period-by-
period budget balance:

51 = Tz(le S)Kr+ Q“CLr_ G{‘

The representative agent must form expec-
tations about £, assuming that her decisions
have no influence over government revenue.
Thus, K, and L, rather than k, and [ appear
in the government budget constraint, In this
model, there are four exogenous state variables,
A T, §,and G,. McGrattan calibrated the
stochastic processes for these variables by
estimating a frst-order autoregression for
each. She argues that her results indicate the
addition of these fiscal shocks to the basic
indivisible labor model brings it into “much
better agreement with the data.”

To solve the model using the precedure
outlined above, substitute the new budget
constraint into the utility function, as before.?
Then substitute the right-hand side of the
government budget constraint for §. Add the
assurned stochastic processes for tax rates and
government purchases to the list of equations
of motion (the matrix A in the language of
the appendix}.

Cooley and Hansen (1989) studied an
RBC model with a cash-in-advance constraint.
In the simpler version of their model, the
money supply M, grows at a constant rate, g

M, ={1+gM, .
Households’ consumption decisions must
satisty the cash-in-advance constraint,
PLCE = .y + ng—}!

which says that the nominal value of con-

swrnption purchases, P ¢, must not exceed

money balances carried over from last period,
m, ,, pius the lump-sum transfer of seignior-
age revenue, gM, .

The household budget constraint is

Pc.+ Pi,+m,=PW]I +PRE

[

+m_, +gM .

The last term on the left represents money
balances carried into t+1.

Because positive money growth results
in inflation, it is necessary in this medel to
make a change of variables for the zero-
shock path 1o be stationary. (Recall that we
need a steady state around which to form a
quadratic approximation.) There is a steady
state when the model is writtern in terms of
i1 = m /M, and ﬁ = P/M,. The two con-
straints (transformed by the change of vari-
ables) are used to eliminate ¢, and [, from the
consumer’s utility function, leaving an opui-
mization aver m, (imoney holdings carried
into t+1) and i.

The money supply M, is an exogenous
state variable, and is added to the list of equa-
tions of motion. The endogenous state vari-
ables are k, K, and m,_,. An equation of motion
that says that this period’s purchases of money
become next period’s money state variable is
added to the list for endogencus state variables
(the B matrix in the notation of the appendix).

The aggregates that must be determined
are an investment function I (4, M, K} and an
aggregate price function P(4, M, K). Since M,
is exogenous, there is no aggregate that cor-
responds directly with the decision variable
m,. The aggregate price Jevel P serves this role
instead: At each iteration, I(4,M,, K,) and
P(l{, M_K ) are chosen by setting i,=1, and
=1 (that is, m,=M,) in the first-order con-
ditions and solving for I, and P, as functions
of state variables. (For Hansens model, by
contrast, we set i =1, and ! =L, in the first-
order conditions, then solved for [ and L)
Details on how to handle this slight variation
can be found in Cooley and Hansen (1989).

RBC methods have found application
in a wide spectrum of questions in business
cycles, monetary economics, open economy
macroeconomics and finance. The linear-
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quadratic approach described in this paper is
a popular tool that can be applied to a broad
cross-section of the questions posed in this
literature. More generally, careful study of a
specific method illustrates how equilibrium
conditions must be tied to optimization to
find an equilibrinm numerically.
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MNotorion or, combining all three,
Let p(x) be the number of rows in the
vector x. Let 7 be the vector of exogenous
state vartables, s and S the vectors of individual .
and aggregate endogenous state variables, d the X=CZ=B B, B, B, B S0
vector of decision variables, and D the vector B, ¢ B+B, 0 B+B|d |0

A Q9 0 0 O s | |&

k2]

of “aggregate decision variables.” For reasons D
of convenience, the first element of z is

always 1. Let The matrix Cis p(X) x p(Z}.

For Hansen's model,

=

Z=0 Ak K i, LI LI,

s
5] 10
_ —_ A: i
X [0 YJ
d

b B=[0 0 1-8)0100 0L

and Z=

i
o, RELIEYE
Prosiie

Using ~ to denote next-period values, the o .
i FFugn LyOIRIORy VLT
consiraints are FEIE LIRS VAN

Y
&

et
&

&

%

.

.

&
g

Using the notation in Hansen and
Prescott {1995}, the problem we wish to
solve in order to find an equilibrium is

z=Az+e=[A 0 0 0 (] +E

(A1) V(X) = maxr(Z)+ BEV(X)z}

'U&..mmm

A £
subject to X=CZ+|0
0

#a
H

$=BZ=[B, B, B, B, Bl with D =D(z,S).

All nonlinear constraints have been
substituted into the return function r. As
mentioned above, the D=D(z, 5) equation
summarizes agents’ rational expectations
about aggregate values of their own decision
variables, for example, labor supply. Since it
does not involve the choice variables 4, it is not
really a constraint, but will be used to derive
decision rules that depend only on X rather
o than both X and D. This is why the problem
specifies “with” rather than “subject to.”

T AR n e

S={B, B, B, B, Bl

SR

.|
i

L]

={B, 0 B,+B, 0 B,+B,]

The return function will be approximated
around a steady-state solution to the model
when £=0. The steady-state solution solves

=R L w
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the following set of p(Z) equations in
elements of Z:

X =CZ {excluding the s rows)
O=+,(Z)+ BriZ){1-BB1 "B,
d=D

§=5.

The first vector eguiazion contains
plz)+ p(S) scalar equations.! The second
vector equation contains p(d) scalar equations
that are the first-order conditions for d. They
take into account the recursive nature of Al,
that is, the fact that d affects every future
period by changing 3. B, is the derivarive of
BZ with respect to s, that is, the p(s) columns
of B that correspond to the s elements of Z
{the p{z)+1 through p(g)+p(s) elements).
Similarly, B, consists of the p(d) columns of
B that correspond (o the d positions in Z
{the p{X)+1 through p(X)+p{d) elements).

ietx be a k row vector and let ¥ be a
{k+1)x{k+1) matrix. Partition ¥ sc that ¥V,
is a scalar. Then

1 LT 5

1
_ =M, (P Y, X
x| W, Y | x -

+x"¥,, x.

Thus, any quadratic function {rom R* into R
of a vector x can be written as a single qua-
dratic lorm in {1x"] by collecting the constant
terms in W, the linear terms in (W, +¥,) x,
and the squared terms in x™W,,x.

The quadratic approximation to the return
function is subsequently written in this way.
Denote the quadratic approximation to #(Z)
by Z'QZ, The matrix @ involves derivatives
that can be calculated either analytically or
numerically.

the process of finding a sequence of approxi-
mations to the value function that converges
t0 the actual value function for the linear-

quadratic problem. The value [unction for
this kind of problem is known o be quadratic.
The hirst function in the sequence can be any
quadratic function, but convergence is some-
times sensitive to the choice. Hansen and
Prescott recommend V&= nl, where nisa
small negative number.
if V@ is the p(X) = p(X) matrix of the nth
quadratic value function approximation, the
{n+ 1% approximation is given by
max Z'Q7 + BXVX
d
subject 1o X=CZ
with D=GX,
The equation D=GX summarizes the “aggregate
decision rules” implied by V¥ (the derivation
of these is described below). As explained
above, this equation is not a constraint.

First eliminate the equations of motion
for state variables to get an equivalent problem

max Z'07 + BZ2'CVVCZ with D=GX

Or

max Z'RZ with D = GX.

! Numerical mathods for solving
these equations usually reguire
dropping the equation that
tescribes the evolution of the sioie
vimiohle 1. Most economists have
[isite trouble sohving this equation
ongytically, bowaver,

The first-order conditions for this problem
are the second-to-last p(d} rows {the p(X)+1
through p(X) + p(d) rows) of

0={(R+R"HZ.

¥ ln some dircumstoncas &, s close
to singutar, which lads o conver-
gence problems. An oltemotive is
1o impose the equdibdum condition
{1= d before solving for o which
nstead sequires {,+15) . One
caveat is needed, however, This
viriation leads te individual ded-
sion rules which have the wiong
weights on dond 01 though the
summ of the weights is conedt (so
that aggregate decision rules org
camedts. ¥, for some season, indi
L vidual dedision rales gre neeed,
the comect weights con be Jound by
choosing them so that the firsk
ardier condifions used in finding the
steady stote are satisfied with Dot
its equillbrium valves hut with
The aggregate decision rules are ohrained )

Write these pld} equations as
0=UZ

where U is p(d) x p(Z).
Partition U to conform with the compo-
nents of Z:

W N

0=[U, U, U, U, 4]

UQ.

Solving for d yields!

d=-U;" Uz +U,s + 1, S+, D).
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by setting d=D and 5=5 in the first-order The value function is updated untii V= and

conditions. This teads 1o

i
i
D=—(U, + UJ‘[U1 0 W+, )] sJ

=GX.

Vinare sulliciently close. The (1.1) element
of ¥V tends to converge slowly, but, because it
dees not enter the tirst-order conditions
(UZ=0), that element can be ignored when
testing for convergence, unless the value
function itseif is needed.

]

[}

Substituting this into the previous equation
gives individual decision rules that are func-

tions of state variables only:

d=-U; Uz +Us+US+U.GX)
=—u v, U, U]+U,Glx

= HX.

Substitute

:jX

into the objective function as follows to

obtain the new value function:

RN
Ixi X

=[x’ Xj'}RL);J

Fd I R . Rll
e |

IX

|

I 2oy 2 e !—X
=[X'R,, +X'J'Ry, XRiZJerRZZ]bX

= X'Ry, X+ X' J Ry X+ XRy, JX + X 'Ry, JX

= X'[Ryy + 'Ry + R+ IRy, JIX

:X’V“HUX.
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