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NCE its introduction in 1968 to investigate the
relative impact of monetary and fiscal actions on eco-
nomic activity, the St. Louis equation has been the
focus of considerable criticism.’ Much of this criticism
stemmed from the fact that Andersen and Jordan's
conclusions were substantially different from those of
the larger econometric models. In particular, they
found that changes in the money stock have a sig-
nificant, lasting impact on nominal income, while
changes in high-employment government expendi-
tures and revenues, although having a short-run im-
pact, have no significant, lasting effect.

Criticism of the St. Louis equation generally has
fallen into two categories: the specification of the equa-
tion and the use of the polvnomial distributed lag
{PDL) estimation technique.? The second category has
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The St. Louis equation first appeared in Leonall C. Andersen and
Jerry L. Jordan, “Monetary and Fiscal Actions: A Test of Their
Relative Timportance In Economic Stabilization,” this Review
{November 1968), pp. 11-24.

There have been three major criticisms of the specification of the
St. Louis equation. First, since the equation is not derived explicit-
v from a structural macroeconoic model, relevant exogenous,
right-hand-side variables may be excluded, and, as a resuit, the
equation mayv be misspecified. See, for example, Franco Modi-
ghiani and Albert Ande, “Impacts of Fiscal Actions on Aggregate
Income and the Monetarist Controversy: Theory and Evidence,”
in Jerome L. Stein, ed., Menetarism, vol. 1, Studies in Monetary
Economics {North-Holland, 1976), pp. 17-42; and Robert }. Gor-
don, “Comments on Modigliani and Ando,” in Monefarism, pp.
52-66.

Second, failure to specify the appropriate indicators of monetary
and fiscal actions may distort their exhibited relative importance.
See Frank De Leeuw and John Kalchbrenner, "Monetary and
Fiscil Actions: A Test of Their Relative Importance in Economic
Stabilization — Comment,” this Review {April 1969, pp. 6-11;
Edward M. Gramlich, “The Usefulness of Monetary and Fiscal
Policy as Discretionary Stabilization Tools,” Journal of Money,
Credit, and Banking (May 1971}, pp. 506-32; and E. Gerald Corri-
gan, “The Measurement and Importance of Fiscal Policy
Changes,” Federal Reserve Bank of New York Monthly Review
(June 19705, pp. 133-45.

received far less attention in the literature, and inves-
tigations of it have been conducted in a far less sys-
tematic manner than investigations of the other cate-
gory. Consequently, we have undertaken a thorough
examination of the use of the PDL estimation tech-
nique to determine whether the conclusions of the St.
Louis equation are sensitive to either the lag structure
employed or the polynomial restrictions imposed.

A BRIEF SURVEY OF THE $T. LOUIS
EQUATION

The St. Louis equation has not changed substantially
since its introduction. The original specification was:
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where Y = nowminal GNP,

M = a monetary aggregate {either M1 or the mone-
tary base),

G = high-employment federal government expen-
ditures,

Finally, ordinary least squares {OLS) estimates of the param-
eters will exhibit simultaneous equation bias if the right-hand-side
variables are not exogenous with respect to nominal income. See
Stephen M. Goldfeld and Alan S, Blinder, “"Some Implications of
Endogenous Stabilization Policy,” Brookings Papers on Economic
Activity (3: 1972}, pp. 585-640; Robert J. Gordon, “Notes on
Money, Income, and Gramlich,” Journal of Money, Credit, and
Bunking (May 1971), pp. 533-45; De Leeuw and Kalchbrenner,
“Monetary and Fiscal Actions: Comment;” . W. Elliott, “The
Influence of Monetary and Fiscal Actions on Total Spending,”
Journal of Money, Credit, and Banking (May 1975), pp. 181-92;
Keith M. Carlson and Scott E. Hein, “Monetary Aggregates as
Monetary Indicators,” this Beview {November 1980), pp. 12-21;
and R. W. Hafer, "The Role of Fiscal Policy in the St. Louis
Equation,” this Beview (January 1582}, pp. 17-22.
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R = high-employment federal government rev-
enues and
e = error term.”

The As indicate that all variables are first differences
{i.e., AY, = Y, — Y,_ ). The coefficients of each lagged
variable were constrained to lie on a fourth degree
polynomial with both endpoint coefficients for each
variable constrained to equal zero.* In the original
article, longer lag lengths were estimated but, since no
coefficient past the third lag was statistically signifi-
cant, these lags were excluded. None of the reported
results indicated any investigation of different lag
lengths or different polvnomial degrees for each vari-
able individually.® In addition, equation 1 also was
estimated in a modified form by combining the high-
emplovment government spending and revenue terms
into the high-emplovment surplus/deficit (i.e., R-G).

When Andersen and Carlson made the St. Louis
equation the cornerstone of the St. Louis model, it
contained the contemporaneous value and four lags of
AM and AG; AR, however, was excluded from the
equation.® The same degree polynomial was em-
ploved, and the endpoint constraints were imposed.

Many studies of the estimation of the St. Louis equa-
tion, both critical and supportive, appeared during the
19681975 period. These studies investigated, among
other things, the sensitivity of the original results to
the choice of lag structure and, indirectly, the ap-
propriateness of the restrictions imposed by the use of
a PDL model.” Frequently, however, these studies

SAndersen and Jordan, “Monetary and Fiscal Actions.”

Without these constraints, the use of 2 PDL model would have
been erroneous, as each variable in the original equation had only
four coefficients in its lag structure while fve parameters are
needed to construct a fourth degree polynemial; the imposition of
the endpoint constraints reduces the number of parameters to
three. Thus, the use of @ PIDL model in the original $£. Louis
equation conserves three degrees of freedom.

“Andersen, in a subsequent paper, did investigate longer lag
engths (again with the same lag length specified for each variable]
using the minimuom standard error of the regression as the criterion
for choosing the appropriate lag structure. He concluded that,
based on the above criterion, the appropriate Iag structure was
fonger than the one chasen originally, but that the gualitative
results were not sensitive to the lag structure chosen. See Leonall
C. Andersen, “An Evaluation of the Impaects of Monetary and
Fiscal Policy on Economic Activity,” Proceedings of the Business
and Economic Statistics Section {American Statistival Association,
1969), pp. 233-40.

*Leonall C. Andersen and Keith M. Carlson, “A Monetarist Model
for Economic Stabilization,” this Review (April 1970}, pp. 7-25.
“Peter Schmidt and Roger N. Waud, “The Almon Lag Techrigue
and the Monetary Versus Fiscal Policy Dehate,” Journal of the
American Statistical Association (March 1973), pp. 11-19; Elliott,
“The Influence of Monetary and Fiscal Actions;” Leonall C.
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made several changes simultaneously (e.g., emploving
different measures of monetary and/or fiscal policy
actions and imposing a different polynomial degree
and/or a different lag structure), so that it is difficult to
identify the marginal impact of any individual change.®
Moreover, with one exception, the polynomial restric-
tions were never examined directly.®

Schmidt and Waud were the first to investigate the
lag lengths for the individual variables of the St. Louis
equation. They did so, however, within the framework
of a fourth degree polvnomial.’® Thev refrained from
using endpoint constraints, arguing that the behavior
of the polvnomial outside of the range defined by the
parameters is irrelevant. Using the minimum standard
error as their criterion, they determined the appropri-
ate lag structure for the original equation to be six lags
of AM, five lags of AG and seven lags of AR. Despite
these changes, their results were not qualitatively
different from those of Andersen and Jordan.

Elliott attempted to examine systematically the sen-
sitivity of the results to the choice of lag structure and
the impact of the polynomial restrictions. Using a
fourth degree PDL procedure, he estimated the equa-
tion as modified by Andersen and Carlson with four,
eight and twelve lags for each variable, He also em-
ploved both ordinary least squares {OLS) and Shiller’s
method of fitting lags with smoothness priors. His
results indicated that the conclusions drawn from the
estimation of the St. Louis equation do not depend
importantly upon the lag structure chosen or the re-
strictions imposed by using a fourth degree PDIL,
Elliott did not conduct statistical tests of these proposi-
tions. Instead, he based his conchisions on a casual
comparison of the results. Furthermore, he consid-

Andersen, “An Evaluation of the Fmpacts of Monetary and Fiscal
Policy on Economic Activity,” Corrigan, “The Measurement and
Importance of Fiscal Policy Changes;” De Leeuw and Kalchbren-
ner, “Monetary and Fiscal Actions: Comment;” William L. Silber,
“The St. Louis Equation: ‘Pemocratic’ and "Republican” Versions
and Other Experiments,” The Review of Economics and Statistics
{(November 1971}, pp. 362-67; Gramlich, "The Usefulness of
Monetary and Fiscal Policy;” and Leonall C. Andersen and Denis
S. Karnoskv, "The Appropriate Time Frame for Controlling
Monetary Aggregates: The St. Louis Evidence,” in Controlling
Monetary Aggregates 1 The Implementation, Proceedings of a
Conference Sponsored by the Federal Reserve Bank of Boston
{Series No. §, 1972), pp. 4777,

5¥or example, see Corrigan, “The Measurement and Importance of

Fiscal Policy Changes;” Silber, “The §t. Louis Equation: ‘Demo-
cratic’ and ‘Bepublican” Versions:” Gramlich, “The Usefulness of
Monetary and Fiscal Policy,” and De Leeuw and Kalchbrenner,
“Monetary and Fiscal Actions: Comment.”

"The one exception is Elliott, “The Influence of Monetary and Fiscal
Actions.”

WSchmidt and Waud, “The Almen Lag Technique.”
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ered only three possible lag structures {which were
assumed to be the same for each distributed lag vari-
ahle) and only a fourth degree polynomial.

After the Andersen-Carlson modifications of the
original Andersen-Jordan eqguation, the only substan-
tive change in the equation took place as a result of an
exchange between Friedman and Carlson in the late
1970s.'! In updating the sample period over which the
equation had been estimated, Friedman noticed that
the cumulative effect of government spending became
statistically significant. In his response Carlson
pointed out that when the original sample was ex-
panded, the standard error of the regression nearly
doubled. This indicated that these errors were
heteroscedastic.'* Using annual rates of change in
place of the original first differences of the variables,
Carlson respecified the equation.’ In this form, the
errors were homoscedastic and the cumulative effect of
government spending was no longer statisticaily sig-
nificant. Since the Friedman-Carlson exchange, the
growth rate specification (or an approximately equiva-
lent alternative, first differences in natural logarithms)
has been the widely accepted one. ™

In summary, even though a number of studies have
attempted to investigate the effects of the lag length
and PDL specification of the St. Louis equation, rel-
atively little work has been directed at investigating

8enjamin M. Friedman, “Even the $t. Louis Model Now Be-
ieves in Fiscal Policy,” Journal of Money. Credit, and Banking
{(May 1977}, pp. 365-67; and Keith M. Carlson, “Duoes the St.
Lounis Equation Now Believe in Fiscal Policy?” this Review
{February 1978}, pp. 13-19.

2When the variance-covariance matrix is misspecified, the esti-
mated t-ratios are biased, and neither the direction nor extent of
the bias can be determined a priori. See G. 8, Watson, “Serial
Correlation in Regression Analysis. 1,7 Biometrika (December
1955}, pp. 327-41.

¥ This re-specification was proffered as an alternative to first differ-
ences in the original Andersen-Jordan article. John Vrooman,
“Does the St. Louis Equation Even Believe in Itself?” Journal of
Money, Credit, and Banking {(February 1979}, pp. L11-17,
attempts to correct for heteroscedasticity in the first difference
specification. He does so by dividing the observation matrix by the
square-root of AY,. This transformation, however, creates correla-
tion between the error term and the right-hand-side variables —a
vialation of one of the classical assumptions of ordinary least
squares estimation.

MGee, for example, Keith M. Carlson, “Money, Inflation, and Eco-
nomic Growth: Some Updated Reduced Forin Results and Their
Implications,” this Review {April 1980}, pp. 13-19; Carlson and
Hein, “Monetary Aggregates as Monetary Indicators;” John A.
Tatom, “Energy Prices and Short-RBun Economic Performance,”
this Review (Jannary 1981), pp. 3-17; Laurence H. Mever and
Chris Varvares, “A Comparison of the St. Louis Model and Two
Variations: Predictive Performance and Policy Implications,” this
Review {December 1981), pp. 13-25; and Hafer, “The Role of
Fiscal Policy in the $t. Louis Equation.”
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and testing the propriety of the polynomial constraints
or the lag structure emploved. Furthermore, most
previous investigations have been conducted using the
first difference specification of the equation. Thus,
whether the policy conclusions drawn from the estima-
tion of the equation (especially for the growth rate
specification) are influenced significantly by the choice
of lag length and polynomial restrictions emploved
remains unresolved.

POLYNOMIAL DISTRIBUTED LAGS

The PDL estimation technique forces the coef-
ficients of each lagged variable of an equation tolieon a
polynomial of degree p. In the presence of a high
degree of multicollinearity, OLS estimates are not pre-
cise. Thus, the rationale for the use of the PDL tech-
nigue is that it increases the precision of the estimates.
Estimates of the individual lag weights, however, will
be biased generally unless the correct lag length and
degree of polynomial are specified.’® Therefore, it is
important that the appropriate specification be deter-
mined.

There are a number of procedures and criteria for
determining the appropriate lag length and polynomial
degree.'® We use a computationally efficient proce-
dure outlined recently by Pagano and Hartley (here-
after PH).'" Details of the PH technique and other
relevant considerations are presented in the appendix.

When Almon first introduced PD 1. models, she sug-
gested that endpoint constraints always be employed.

et ¢, pand 0%, p* denote the ussumed and correct lag length and
degree of polynomial, respectively. Estimates of the parameter
vector will be biased if{a) ¢ = ¢*andp < p*, (b)? < ¢*andp = p*
or{c) €> ¥ p = p* and § — 2* > p*. In the instance where
§ — g% = p* the polvnomial distributed lag estimates may be
biased, but need not be. That is, there are restrictions that may or
may not be satisfied by the data. Furthermore, PDL estimators
will be inefficient if ¢= ¢* andp > p*. See P. K. Trivediand A. R.
Pagan, “Polynomial Distributed Lags: A Unified Treatment,”
Economic Studies Quarterly (April 1979), pp. 37-49.

YSee Trivedi and Pagan, “Polynomial Distributed Lags: A Unified
Treatment,” D. F. Hendry and A. R. Pagan, “Distributed Lags: A
Survey of Some Recent Developments,” unpublished manu-
seript; Robert ]. Shiller, “A Distributed Lag Estimator Derived
from Smoothness Priovs,” Fconometrica {(July 1973), pp. T75-88;
J. D. Sargan, "The Consumer Price Equation in the Post War
British Economy: An Exercise in Equation Specification Testing.”
The Review of Economic Studies (January 1980), pp. 113-35; and
George G. Judge and others, The Theory and Practice of Econ-
ometrics (John Wiley and Sons, Ine., 1980), chap. 11.

Y"See Marcello Pagano and Michael |, Hartley, "On Fitting Distri-
buted Lag Models Subject to Polynomial Restrictions,” Journal of
Econometrics (June 1981}, pp. 171-08.
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The suggested endpoint constraints take the form
Byrr = Bor =

where 2 is the chosen lag length. Although the end-
peint constraints put explicit restrictions on the dis-
tributed lag weights outside of their relevant range,
they also imply homogeneous restrictions on the lag
weights inside the range via homogeneous restrictions
on the polynomial coefficients.® Thus, the endpaoint
constraints add two additional homogeneous restric-
tions for each P L variable to those already implied by
the PDL model. The problem is that endpoint con-
straints have no basis in either economic or econo-
metric theory, as Schmidt and Waud have pointed
out.'® As aresult, they represent a set of ad hoc restric-
tions whose sole purpose is to increase the efficiency of
estimation. Nevertheless, their validity can be tested.

APPLICATION TC THE ST. LOUIS
EQUATION

To investigate the appropriate lag lengths and
polynomial degrees for the St. Louis equation, we

employ the growth rate specification™
J K .
Ye=a+ 2 BM_,+ 2 G+ s
i=0 i=0

The dots over each variable represent quarter-to-
quarter annualized rates of change, and Y, M and G
represent nominal GNP, money {the M1 definition)
and high-employment government expenditures, re-
spectively. The estimation period considered is 11/
1962 to ITI/1982.

Lag Length Selection

The first step of the PH technique is to select

"This can be seen by noting that the endpoint constraints require
By + 8= 1) + Bl —1F + ...+ 8,(— 1 = 0 and
By + B k1) + SR+ 17 + L+ B+ = 0

These restrictions can be written as R§ = 0, because for a PDL
model, B = HS§, sothat 3 = H"B, where H* = (H'H)™'H.
Therefore, RS = RH™8 = R'B=0. Thus, the endpoint con-
straints impose a set of homogeneous restrictions B* on B. See
Danief L. Thornton and Dallas S. Batten, “Endpoint Constraints
and the St. Louis Equation: A Clarification,” Federal Reserve
Bank of St. Louis Research Paper No. 83-001 (1983).

¥See Schmidt and Wand, “The Almon Lag Technique,” p. 12,

*We chose to employ this specification because it is the one in-
cluded in the St. Louis model. For a complete specification of the
St Louis model, see the appendix to Keith M. Carlson, A Mone-
tary Analysis of the Administration’s Budget and Economic Pro-
jections,” this Review (Mav 1982}, pp. 3-14.
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appropriate lag lengths (J, K) for money and govern-
ment expenditure growth. Once these lag lengths are
selected, a re-application of the technique results in
the selection of the polynomial degrees.®' The PH
procedure is somewhat complicated when appropriate
lag lengths and polynomial degrees must be selected
for two variables.*

The use of the PH technique, like other procedures
for specifying a distributed lag model, requires the
chuice of a maximum lag length (1.). We considered
two choices of L: 12 and 16.%

An application of the PH techngiue to the St. Louis
equation results in a choice of 10 lags on M and 9 on G.
This selection is basically consistent with the results of
a standard F-test.** Ordinary least squares estimates of
this lag specification, as well as the usual specification
with four lags on both M and G, are presented in table
1. Note that the standard error of the regression is
reduced substantially and the adjusted R? is increased
substantially by mduding the additional distributed
lag variables. Furthermore, the coefficients on the
longest lag terms are significant in the longer lag spec-
ification. These results suggest that this specification is
preferable. Indeed, a likelihood ratio test of the restric-
tions implied by the current specification rejects them
at the 3 percent level. 2

Nevertheless, it is interesting to note that the con-
clusions about the long-run efficacy of monetary and
fiscal policy are unaffected by the choice of lag strue-
ture. The hypothesis of the long-run ineffectiveness of
money can be rejected for both lag specifications; the

HStandard statistical procedures cannot be used to select the lag
length if the polynomial degree is specified first. See footnote 6 of
the appendix for further details.

2The choice of lag length and polynomial degree also involves
sequential hyvpothesis testing. As we note in the appendix, care
must be taken in conducting sequential tests. Given the problems
with sequential tests {and those of preliminary test estimation), we
initially chose a relatively low significance level of 15 percent,
opting to guard against incorrectly excluding relevant components
of the distributed kag. As a general rule, one would have expected
the chosen lag length to be shorter had we used a more common
significance level, such as 5 percent. In our case, the lag specifica-
tion would have been the same had we selected a 5 percent
significance level.

BThe results for L = 16 were identical to those for I, = 12. Thus,
the PH technique seems to be relatively insensitive to the choice
of L.

with L= 12 for both M and G, the Fstatistic calenlated to test the
hypothesis that the 10th lag on M is significant was 2.45%. The
F-statistic caleulated for the same test for the 8th and 9th lags on G
were 2.55* and 1.77, respectively. {The * indicates significance at
the 10 percent level.)

P The likelihood ratio statistic was 32.13, which compares with a
critical value of x*(11) of 19.68 at the 5 percent level.
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same hypothesis about government expenditures can
not be rejected,

Polynomial Degree Selection

The chosen lag structure is used in the selection of
the appropriate polynomial degree. The appropriate
polynomial degree is selected by re-parameterizing
the model and applying the same technique used to
select the lag length.

A direct application of the PH technique to the

guestion of polynomial degree selection results in
selecting a ninth degree polvnomial on M and a

APRIL 1983

seventh degree polynomial on G. The results of con-
ventional F.tests, however, indicate that there are
more restricltive specifications that cannot be rejected
at the 5 percent level. Given that the polynomial re-
strictions tends to smooth out the distributed lag weights
and, thus, might result in more accurate out-of-sample
forecasts, we decided to present the results of both the
PDL specification resulting from a strict application of
the PH technique and the one determined by em-
ploying the greatest number of polynomial constraints
that satisfy a conventional F-test at the 5 percent level.
The latter specification has a sixth degree polynomial
on M and a third degree polynomial on G. The results
of the estimation of these specifications (denoted A and
B. respectively) and the PDL specification presently
used (denoted C) are given in table 2. These equations
were estimated with restricted least squares (RLS).%°
We believe RLS is preferable to the standard PDL
method because it makes the parameter restrictions
explicit and permits ease in testing the individual and
joint PIIL restrictions.

It is clear from these results that each of the two
longer lag PDL specifications performs better than the
current one. Each has a smaller standard error and a
larger adjusted R%. Nevertheless, it is interesting to
note that the tests of the long-run efficacy of the mone-
tary and fiscal policy variables also are insensitive to
the PDL specification. The long-run effect of money is
not significantly different from one, while the long-run
effect of government expenditures is not significantly
different from zero, for all three specifications.*” The
short-run distributed lag response patterns, however,
differ significantly.

Tests of the Endpoint Constraints

As we noted earlier, endpoint constraints represent
ad hoc restrictions and, thus, should not be employed
routinely. Nevertheless, since the current specifica-
tion of the St. Louis equation employs polynomial
restrictions only in the form of endpoint constraints,
we decided to test these constraints for all three spec-
ifications. The results of these tests for the relevani
joint and individual restrictions are presented in table

HFor a diseussion of the equivalence between standard PDL
estimation and RLS, see Judge and others, The Theory and Prac-
tice of Econometrics, pp. 640-42.

Py g ~ e - .

“"Estimates of two other PDL specifications yielded the same con-
clusions regarding the efficacy of monetary and fiscal policy. See
the appendix for details of these specifications.
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3. The test of all four endpoint constraints rejects these
constraints for both specifications A and B, but not for
the current specification. The head constraint on M,
however, is never rejected by the F-test, and the tail
constraint is rejected only for specification B. Never-
theless, in general, the endpoint constraints do not fare
well when applied to the longer lag specifications.

Oui-of-Sampie Forecast Comparisons

While it is clear that the alternative PDL repre-
sentations of the St. Louis equation perform better on
an in-sample comparison, it is interesting to see how

18

well they perform on the basis of out-of-sample fore-
casts. To this end, we estimated these specifications
from 11/1962 to a terminal period and forecasted out-of-
sample for four quarters. We then added four quarters
to our estimation period, re-estimated the equation
and repeated the process. We did this for six periods
beginning with a terminal date of HII/1976, generating
24 out-of-sample forecasts of the growth of nominal
GNP. The root mean square errors (RMSEs) of these
forecasts are summarized in table 4. Both the PH
specification and the current specification do about
equally well by a RMSE criterion over the entire
period; there are significant differences, however, in
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Charr 1
Forecast Errors of Alternative Specifications
of the St. Louis Equation

Actual-Predicted Actual-Predicted
Percent Percer?
12 12
& 1
Specification C
41 i/ 4
0 Ii 0
“ ! o

: -12
1976 1977 1978 1979 1980 1983 1982

their subperiod forecast performances.® The most re-
stricted PD L specification shows an improvement over
the current specification, reducing the out-of-sample
RMSE by nearly 5 percent over the period and produc-
ing a smaller RMSE of the forecast in four of the six sub-
periods. A graph of the out-of-sample forecast errors
for specifications B and C is presented in chart 1. It is
clear from chart 1 that both specifications produce
similar patterns of forecast errors over the period. The
only significant exception occurs in the third quarter
of 1982, when specification B underpredicts nominal
GNP growth by about as much as specification C over-
predicts it.

SUMBMARY AND CONCLUSIONS

This paper has investigated the lag length and
polynomial degree specifications of the St. Louis equa-

H0me could argue that the result mav be biased in favor of our PDL
specification because the lag structure was chosen over the entire
period. Indeed, the lag structure appears to lengthen during the
fatter part of the sample. The estimated lag structure for the
period ending L9756 was four on M and six on G, Thus, the lag
structure chosen was nearly that of the current specification. The
PDL specification was a frst degree polynomial on M and & sixth
degree on G. When this specilication was used to forecast out-of-
sample, it performed somewhat worse than the current specifica-
tion, with a RMSE of 4.89. Our estimates indicate that the lag
structare lengthened when the terminal date of the sample period
was extended to IE/1979. If the shorter lag structure were used
over the first three subperiods and the longer lag structure (spec-
ification B) used over the last three, the RMSE for the entire
period would be 4.39, somewhat better than either specification
afone.

19
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tion to determine whether its conclusions about the
long-run efficacy of monetary policy and inefficacy of
fiscal policy are affected by the lag length emploved or
its polynomial distributed lag specification. In so
doing, we have emploved a computationally efficient
method for determining the appropriate lag length and
polynomial degree of a general polynomial distributed
lag model.

Our results indicate that the important policy con-
clusions of the St. Louis equation are insensitive to the
lag length specified and to the polynomial restrictions
imposed. In particular, the long-run effectiveness of
money growth and the long-run ineffectiveness of
growth in high-employment government expenditures
are substantiated by ordinary least squares estimates of
model parameters using both the Pagano-Hartley-

APPENDIX

Pagano and Hartley have recently developed a
methodology for determining the appropriate lag
length and degree of polynomial which is computa-
tionally efficient.! In order to illustrate the use of the
Pagano-Hartley (PH) technique, consider the general
distributed lag model

=

Q*

Vo= 3 e+ E BX boelt=12 T,
k=1 i=0

where & ~ NID (0, ¢%), and where 7, is the k"

independent variable and X, is an independent vari-

able which affects Y, with a lag of length 2%,

(A1)

The polynomial distributed lag (PDL) model in-
volves imposing restrictions on the B coefficients such
that

By =8y + Byj + By + ..+ B

That is, each of the individual lag weights falls on a
polynomial of degree p*, where p* < £*.2 These re-
strictions can be written more compactly in matrix
notation as

E - Hﬁ,
where 8 = (B(} B; v

P D = (898y...0,), and His

"Pagano and Hartley, “On Fitting Distributed Lag Models.”

EStrietly speaking, p* could equal £*; however, there would be no
polynomial restrictions. Thus, it is doubtfid that one would de-
seribe a model as & PDL if p* = ¢*
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determined lag length and the current lag length
specifications, as well as by estimates of several PDL
specifications. Thus, there is no evidence that the con-
clusion of the St. Louis equation can be traced to these
types of econometric misspecification.

We did find a PDL specification that outperforms
the current specification by both in-sample and out-of-
sample criteria. This specification has considerably
longer lags on both the monetary and expenditure
variables and more polynomial restrictions.

Finally, we found that the Pagano-Hartlev tech-
nique, used in conjunction with standard F-tests, is a
convenient and computationally efficient tool for
selecting the lag length and polynomial degree of a
PDL model.

a {g*+1) by (p* + 1) matrix of coefficients.” Substitut-
ing the above restrictions into the model. we get

K p*
AN Y= I mdy + = &, X0
k=1 q=0
ok
where X5 = % (X, ;hj.1, g+ Jandwhereh;,y, 41y

j=0
isthe j+ 1)th, (g + Dthelementof H,j =0, 1,2, ... ¢*
and g = 0, 1, 2,..., p*. It is clear that imposing the
polynomial restrictions reduces the number of param-
eters by 9% — p* and, thus, imposes £* —p* homoge-
neous restrictions on the parameter vector B. Thus,
estimating equation A.1’ is tantamount to estimating
equation A.1 subject to homogeneous restrictions of
the form RB = 0, where R is a (R* ~p*) by (2*+1)
matrix.* It should be apparent that the validity of the

3Specifically, H takes the general form

1 0 O [ N 0

1 1 1 N 1

1 2 8 N 28"
H =

i g% Q*Z Q*B L e

*There are a number of ways of generating the restriction matrix, R.
See Shiller, A Distributed Lag Estimator;” and Judge and others,
The Theory and Practice of Econometrics (John Wiley and Sons,
Inc., 1980}, pp. 642-44.
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polynomial restrictions, including the endpoint con-
straints, can be tested easily.®

Of course, the correct values of the lag length and
degree of the polynomial are generally unknown.
Since the selection of an improper lag length or polyno-
mial degree generally leads to biased coefficient esti-
mates, the selection of 2 and p is extremely important.
The selection process, however, is not easy. For one
thing, the appropriate lag length cannot be deter-
mined using standard procedures if the degree of the
polynomial has been selected.® Even though a number
of techniques have been suggested for selecting ¢ and
p, the PH method was chosen, in part for its computa-
tional convenience.”

The PH method proceeds by determining the lag
length and then the degree of the polynomial. The PH
technique can best be illustrated by rewriting equation
A.1 in matrix form as

(A2) Y = Zp + XB + &,

where Z and X are T by K and T by (2% + 1} matrices of
observations on the independent variables, and p and
B are K by 1 and (£% + 1) by 1 vectors of parameters.
The procedure begins by choosing a maximum lag
length L. Equation A.2 with the maximum lag length
can be rewritten as

(A3) _.YL = wi_ﬂ‘{{i + Eu

where Wi = [Z:X, ], and s, = [p: B1.]". The observa-
tion matrix Wy is then decomposed to

5There are a number of alternative norms for testing these restric-
tions. See Judge and others, The Theory and Practice of Econo-
metrics, p. 646,

®This is seen by noting that, once the polynomial degree is selected,
alternative lag specifications amount to imposing the polynomial
restrictions on different parameter spaces. Thus, restrictions on
the lag length are non-nested when p is specified. See Peter
Schmidt, “A Modification of the Almon Distributed Lag,” fournal
of the American Statistical Association {September 1974), pp. 679
81; and Hendry and Pagan, “Distributed Lags: A Survey of Some
Recent Developments.” In this regard, it would be appropriate to
use the maximum R? eriterion as Schmidt and Wand do; however,
this procedure may lack power. A more useful procedure has been
suggested by Pesaran. Neither procedure, however, provides in-
formation concerning the degree of polynomial. See Schinidt and
Waud, “The Almon Lag Technique™; and M. H, Pesaran, “On the
General Problem of Mode! Selection,” Review of Economic Studies
(April 1574}, pp. 153-71.

"One attractive method has been suggested by Hendry and Pagan,
“Distributed Lags: A Survey of Some Recent Developments,” This
procedure involves a sequence of hypothesis tests commencing
with an initial arbitrary choice of a lag length. While this procedure
has potential merit, it is not without its difficulties. Furthermore, it
may involve an extremely laborious test procedure when there are
twa PDIL variables, as in the St. Louis eguation. For another
procedure, see Sargan, “The Consumer Price Equation in the Post
War British Economy.”

APRIL 1983

Wy =Q.Ny
by the Gram-Schmidt decomposition. Here Qg is a
matrix whose columns form an orthonormal basis for
the column space of Wy, and N is an upper triangular
matrix with positive diagonal elements.® Equation A.3
now can be rewritten as

Yo = QuAL + &y,
where

AL = [Z\_ui A?]’ = Ni}_!ii‘-
Given that Q is orthonormal, the least squares esti-
mate of Ay is given by

j)\ﬁz.. = [:{’L:}iﬂ’ = QL’XE..z
and the structural parameters can be obtained from

NL‘;‘L 3_7\1.,

An advantage of the PH method comes in noting that
the elements of Ay are mutually independent random
variables. In particular,

AP~ NID (A, ¢, i=0, 1, 2, ..., 2%

AP~ NID (0, 0, i=¢*+1, *+2, . L.
Pagano and Hartley note that there is a one-to-one
correspondence between the null hypothesis involving
the Bs and the As. Given this and the orthogonality of

the PH procedure, the following sets of hypotheses are
equivalent:

Hy B = B = ... = B,_;=0
i=0,1,2 ..., L
s 7\?‘ = h%‘,l = . = A%,«.; =0
i=0, 1.2, .. L

Hence, the Gram-Schmidt decomposition provides a
convenient basis for testing the null hypothesis that
there exists a lag length, 2, such that the null hypoth-
esis B¢ =0 can be rejected. If no such € can be found,
then there is no distributed lag of X.

The test of the simple hypothesis A i = 0 can be
carried out by a t-test of the form

t,—; = )\?_ /s

i j=0,1.2, ..., L,

where

2 L' e .
e O T and

gL = Y. — Qp AL

*The Gram-Schmidt procedure is often used when the observation
matrix is Hl-conditioned. If the diagonal elements are chosen to be
positive, as they are in our case, Q) and N; are unique; see G, AL F,
Seber, Linear Regression Analysis (John Wiley and Sons, Iac.,
1977), chapter 11.
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Because of their common divisor, these t-statistics are
. O
not independent; however, they are uncorrelated.”

Pagano and Hartley also suggest that the above
hyvpotheses are equivalent to

H' A =0 i=0,1, ..., L.

due te the orthogonality of their procedure. These
hypotheses, however, are not equivalent in any direct
sense. To see this, recall that

Ay o= \:3!3;

where Ny is an upper-triangular matrix with positive
diagonal elements. The ith row of Ny, can be repre-
sented as

Np = (O: v O M Mz 1s ooes T};‘L))

where m; is the ith-jth element of N;. Thus, the
hypothesis test that A} =0 is given by

A =By = 0.
Likewise, the test that A\f _; = 0 is given by

M-y = moiBroy + B = 0,

and so on. Thus, the hypotheses of H'y _; are really
tests of linear combinations of the distributed lag
weights, where the particular linear combination is
determined by the elements of rows of Ny In practice
we found that the absolute value of the diagonal ele-
ments of Ny, tended to be somewhat large relative to
the off-diagonal elements for the lag length selection
and very small relative to the off-diagonal elements in
the polynomial selection. In the former case, there-
fore, testing the hypothesis that AP = 0 was very near
testing the hypothesis that B; = 0, while in the later
case it was closer to the null hypothesis Hf _ .

Given this, we decided to supplement the use of
t-tests on the As with conventional F-tests of the
equivalent hypotheses of H and H*. We recommend
that one investigate the Nj, matrix to identify the na-
ture of the hypotheses being tested when using the PH
t-statistics.

We should note also that the use of the PH method is
complicated somewhat by the presence of two distrib-
uted lag variables on the right-hand side. One can
readily see that, in view of the upper-triangular form of
Ny, hypothesis tests involving a second distributed lag
will not be consistent with H?ﬁj unless the Gram-
Schmidt procedure is applied to each set of distributed
lag regressors separately. Unfortunately, the resulting

¥This permits the use of t-tables from Seher. See Seber, Linear
Regression Analysis, pp. 404-5.
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sets of jointly orthogonal regressors will not them-
selves be orthogonal to each other. As an alternative,
we ran two separate Gram-Schmidt regressions with
each distributed lag variable entered last. Further-
more, we did this by reducing by one the lag length or
polynomial degree for one variable and holding the
maximum lag length or polynomial degree for the
other variable (which was entered last) constant. In this
way, we determined whether the lag length chosen for
one variable was affected by the lag length specified for
the other. Of course, we were particularly concerned
that the lag length selected for one be the same if
the chosen lag length of the other was used instead of
L. The procedure had the added advantage of allowing
us to calculate an L by L matrix of F-statistics for all
possible combinations of lag structures {or in the case of
PDL selection, degrees of polynomials} from L ortho-
gonal regressions. '’

Hypothesis Testing Considerations

When determining the “correct” lag length using
either the t-tests or the F-test, care must be taken in
choosing a critical value on which to test the null
hypothesis. Two considerations are important. First,
the null hypotheses

H;:,—ji Mo =0 =012 .. L

represent a set of sequential hypotheses. It is usually
assumed that these hypotheses are nested so that ifany
one is true, the preceding hypotheses must be true also
and, if any one is false, so must be the succeeding ones.
Thus, the null hypothesis becomes more restricted as
each successive test is conducted, and the probability
of committing a Type 1 error increases. If we let {
denote the significance level of the jth test, it can be
shown that the probability of committing a Tvpe I error
for the jth test, «;, is

ifj=1

fj=2

- ¢
o = {g&l_apd)+ay4

Thus, the probability of rejecting the null hypothesis
when it is true will rise as the length of the lag is
reduced. Anderson suggested that one would like to
balance the desirability of not overestimating the lag
length with the sensitivity to non-zero coefficients. '
He recommends setting L fairly large, but letting {; be

%71his can be seen by noting that the RSS when j lags are omitted is
given by
K L-j-1
RSS; = Y'Yy - 3 P - X W
. k=1 k=0
HAnderson also provides a test procedure for orthogonal regressors
wlich have some optimal properties; however, the test is some-
what cumbersome. See T. W. Anderson, The Statistical Analysis
of Time Series (John Wiley and Sons, Inc., 1971, pp. 30-43.
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small for j near L. While no optimal rules exist, Ander-
son suggests

(Ad) {=dL+1~-9,j=123 ..., L

L

for subsequent tests. An alternative would be to use
the t-tables from Seber.

In addition to the above problem, we have the proh-
lem that an estimator based on a prior test is a prelimi-
nary test estimator, While nothing is known about such
estimators when the sequence of tests is greater than
one, it is known that, in the case of one pre-test, the
estimator has a risk function which may exceed that of
01.8.12 Furthermore, the difference between the risk
of the preliminary test estimator and OLS increases as
the significance level is reduced. While the optimal
critical value will vary with the particular choice of loss
Function, the evidence suggests that standard signifi-
cance levels of 5 or 10 percent may be below the
optimal level for one pre-test.'® These considerations,
coupled with the fact that overestimates of the lag
length are less likely to result in bias than underesti-
mates, suggest that one may want to consider an initial
value of the significance level that is fairly large. ™

POLYNOMIAL DEGREE SELECTION

Having selected a lag length, ¢, the next step is to
determine a polvnomial degree, p. This can be accom-

“The risk function is E{(o* — ) X'Xig* — ¢}, where ¢ is the pre-
test estimator of ¢ o

¥For example, Sawa and Hiromatsu have shown that the standard
critical vaiues of the t-statistic are substantially sbove the optimal
critical values in the case of a mini-max regret loss function with
one restriction. On the other hand, Tovoda and Wallace have
shown that OLS should always he chosen when the number of
linearly independent restrictions are less than five if one wishes to
minimize the average regret. See Takamitsn Sawa and Takeshi
Hiromatsu, “Minimax Regret Significance Points for a Prelimi-
nary Test in Regression Analysis,” Econometrica (November
1973), pp. 1083-110L and T. Tovedaarnd F. D). Wallace, “Optimal
Critical Values for Pre-Testing in Regression,” Ecenometrica
{(March 1976}, pp. 365-75.

*To guard against ineorrectly excluding components of the distrib-
uted lag or imposing invalid polynomial restrictions, an initial
significance level of 15 percent was chosen. The critical t-values
for testing each suceessive hypothesis are as follows:

} t-value
1 1.46
2 151
3 1.56
4 T
5 167
6 1.74
7 1.81
5 190
9 2.00
10 2.12
11 2.30
12 2.57
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plished by simply re-applying all of the procedures
outlined above to the PDL model with lag length €. To
see this, write the model with the selected lag length as

(A5) Yo = Zp + XeBg + &y

Recall that B = 13 where His (2+ 1) by (p*+ L and
is (p* + 1) by 1. Thus, this eguation can be rewritten as

(AE)) XQ = Z_f.k_ + XQH§ + Ey
or

(A6) Y* = Zp = X*8 + £,

It is clear from this expression that the choice of a
polynomial degree p is completely analogous to the
choice of the lag length above, where the maximum
degree of the polynomial considered, p, initially is set
equal to g.1?

EMPIRICAL RESULTS

In applying the PH technique, we initially chose a
maximum lag length of 12; however, we also consid-
ered L. = 16. The PH t-statistics for those runs with
both M and G last are given in table A.1. This proce-
dure chose 10]ags on M and 9on G for L = 12 and 16.
We then chose these lags for one variable and let the
other be set at L. = 12, The results were unchanged.
These results also appear in table A 1. Furthermore,
F-tests of the restrictions implied by this section were
hasically consistent with the PH results, when L was
set at 12 (see footnote 24 of the text). This was not true,
however, for L = 16. In this instance, the presence of a
number of insignificant coellicients prior to the first
significant one diluted the calculated F-statistic so that
a very short lag would have been chosen by an F-test.
Thus, the PH t-statistics appear to be less sensitive to
the choice of L than the standard F-test.

Letting the maximum degree polvnomial be 10 for
M and 9 for G, we then re-applied the PH technique to

PPagane and Hartley offer an eguivalent two-step procedure,
which is nat discussed here. See Pagano and Hartley, “Oun Fitting
Distributed Lag Maodels Subject to Polynomial Restrictions.” As
an efficient alternative to either of these approaches, one could
employ the stochastic information from the lag length selection
process with the nonstochastic information in the design matrix in
a Theil-Goldberger mixed estimation procedure similar to Schil-
ler’s Bayesian methed. Fomby has shown that such stochastic
restrictions can be tested under a generalized mean square error
norm. See H. Theil and A. S, Goldberger, "On Pure and Mixed
Statistical Estimation in Economics,” International Economic Re-
view {January 19681}, pp. 65-78; Thomas B. Fomby, “MSE Evalua-
tion of Shiller’s Smoothness Priors,” International Economic Re-
view (February 19785, pp. 203-15; and Judge and others, The
Theory and Practice of Econometrics, pp. 652-33.
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determine the polynomial degree. The PH t-statistics
are presented in table A.2. The PH technique selected
a ninth degree polynomial on money and an eighth
degree polynomial on government expenditures for
the same significance level as used before. When we
re-estimated the equation on the lower degree polyno-
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mials, however, the coeflicient of the eighth degree on
G failed to be significant. The seventh was significant,
regardless of the lag length on M. Thus, the PH tech-
nique suggests a ninth degree polynomial on M and a
seventh degree on G. This implies only one polynomial
restriction on M and two on G. (An F-test of these
restrictions could not reject the null hypothesis. The
caleulated F-statistic was 1.43.)

Furthermore, the matrix of F-statisties of all possible
polynomial restrictions on a PDL model with 10 lags
on M and 9 on G, given in table A.3, suggests that even
more restricted models could pass an F-test. Clearly, a
number of different polynomial degree specifications
satisfy an F-test at the 5 percent level. We can see, for
example, that had we chosen the polynomial degree on
M first and then selected the polynomial degree on G,
we would have chosen a fourth degree polynomial on
M and an eighth degree polynomial on G.

Alternatively, had we investigated G first, we would
have chosen a seventh degree polynomial on G and a
sixth on M. These are circled in table A.3. We could
also choose the polynomial degree by selecting the
most restricted model that passes an F-test at, say, the
5 percent level. This criterion would select a sixth de-
gree polynomial on M and a third degree on G. This
F-statistic is bracketed in table A.3. All four of these



FEDERAL RESERVE BANK OF ST. LOUIS

APRIL 1983

PDL specifications — the one selected by the PH
technique and the three indicated in table A.3 — were
estimated; however, only the results for the one
selected by the PH technique and the most restricted
specification are presented in this paper. The results of
the other specifications were similar to those of the

most restricted PDL specification and, hence, are not

reported here.*®

*The hypothesis tests concerning the effects of monetary and fiscal
policy vielded conclusions identical to those reported here. The
out-of-sample RMSEs of the forecast for the period HIN1976-111/
1982 were smaller than the RMSEs of specifications A or C.
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