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The Credit Crisis and Cycle-Proof Regulation

Raghuram G. Rajan

This article was originally presented as the Homer Jones Memorial Lecture, organized by the
Federal Reserve Bank of St. Louis, St. Louis, Missouri, April 15, 2009.

Federal Reserve Bank of St. Louis Review, September/October 2009, 91(5, Part 1), pp. 397-402.

irst, I would like to thank the St. Louis

Fed, especially Kevin Kliesen, and the

National Association for Business

Economics for inviting me to give this
talk. I share with Homer Jones an affiliation with
the University of Chicago. He was an important
influence on Milton Friedman, and if that were
all he did, he would deserve a place in history.
But in addition, he was a very inquisitive econ-
omist with a reputation for thinking outside the
box. He made major contributions to monetary
economics. It is an honor to be asked to deliver
a lecture in his name, especially at this critical
time in the nation’s regulatory history.

WHAT CAUSED THE CRISIS?

The current financial crisis can be blamed on
many factors and even some particular players
in financial markets and regulatory institutions.
But in pinning the disaster on specific agents, we
could miss the cause that links them all. I argue
that this common cause is cyclical euphoria; and,
unless we recognize this, our regulatory efforts are
likely to fall far short of preventing the next crisis.

Let me start at the beginning. There is some
consensus that the proximate causes of the crisis
are as follows: (i) The U.S. financial sector mis-
allocated resources to real estate, financed through

the issuance of exotic new financial instruments.
(ii) A significant portion of these instruments
found their way, directly or indirectly, onto com-
mercial and investment bank balance sheets. (iii)
These investments were financed largely with
short-term debt. (iv) The mix was potent and
caused large-scale disruption in 2007. On these
matters, there is broad agreement. But let us dig
a little deeper.

This is a crisis born in some ways from pre-
vious financial crises. A wave of crises swept
through the emerging markets in the late 1990s:
East Asian economies collapsed, Russia defaulted,
and Argentina, Brazil, and Turkey faced severe
stress. In response to these problems, emerging
markets became far more circumspect about bor-
rowing from abroad to finance domestic demand.
Instead, their corporations, governments, and
households cut back on investment and reduced
consumption. Formerly net absorbers of financial
capital from the rest of the world, a number of
these countries became net exporters of financial
capital. Combined with the savings of habitual
exporters such as Germany and Japan, these cir-
cumstances created what Chairman Bernanke
referred to as a “global saving glut” (Bernanke,
2005).

Clearly, the net financial savings generated
in one part of the world must be absorbed by

Raghuram G. Rajan is the Eric Gleacher Distinguished Service Professor of Finance at the Booth School of Business, University of Chicago.
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deficits elsewhere. Corporations in industrialized
countries initially absorbed these savings by
expanding investment, especially in information
technology, but this proved unsustainable and
investment was cut back sharply after the collapse
of the information technology bubble.

Extremely accommodative monetary policy
by the world’s central banks, led by the Federal
Reserve, ensured the world did not suffer a deep
recession. Instead, the low interest rates in a
number of countries ignited demand in interest-
sensitive sectors such as automobiles and hous-
ing. House prices started rising, as did housing
investment.

U.S. price growth was by no means the high-
est. Housing prices reached higher values rela-
tive to rent or incomes in Ireland, Spain, the
Netherlands, the United Kingdom, and New
Zealand, for example. Then why did the crisis
first manifest itself in the United States? Probably
because the United States went further with finan-
cial innovation, thus drawing more buyers with
marginal credit quality into the market.

Holding a home mortgage loan directly is
very hard for an international investor because it
requires servicing, is of uncertain credit quality,
and has a high propensity for default. Securitiza-
tion dealt with some of these concerns. If the
mortgage was packaged together with mortgages
from other areas, diversification would reduce
the risk. Furthermore, the riskiest claims against
the package could be sold to those with the capac-
ity to evaluate them and an appetite for bearing
the risk, while the safest AAA-rated portions
could be held by international investors.

Indeed, because of the demand from interna-
tional investors for AAA paper, securitization
focused on squeezing out the most AAA paper
from an underlying package of mortgages: The
lower-quality securities issued against the initial
package of mortgages were repackaged once again
with similar securities from other packages, and
a new range of securities, including a large quan-
tity rated AAA, was issued by this “collateralized
debt obligation.”

The “originate-to-securitize” process had the
unintended consequence of reducing the due
diligence undertaken by originators. Of course,
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originators could not completely ignore the true
quality of borrowers because they were held
responsible for initial defaults, but because house
prices were rising steadily over this period, even
this source of discipline weakened.

If the buyer could not make even the nominal
payments involved on the initial low mortgage
teaser rates, the lender could repossess the house,
sell it quickly in the hot market, and recoup any
losses through the price appreciation. In the lig-
uid housing market, as long as the buyer could
scrawl an “X” on the dotted line, he or she could
own a home.

The slicing and dicing through repeated secu-
ritization of the original package of mortgages
created very complicated securities. The problems
in valuing these securities were not obvious when
house prices were rising and defaults were few.
But as house prices stopped rising and defaults
started increasing, the valuation of these securi-
ties became very complicated.

MALEVOLENT BANKERS OR
FOOLISH NAIFS?

It was not entirely surprising that bad invest-
ments would be made in the housing boom. What
was surprising was that the originators of these
complex securities—the financial institutions that
should have understood the deterioration of the
underlying quality of mortgages—held on to so
many of the mortgage-backed securities (MBS)
in their own portfolios. Simply: Why did the
sausage-makers, who knew what was in the
sausage, keep so many sausages for personal
consumption?

The explanation has to be that at least one
arm of the bank thought these securities were
worthwhile investments, despite their risk.
Investment in MBS seemed to be part of a culture
of excessive risk-taking that had overtaken banks.
A key factor contributing to this culture is that,
over short periods of time, it is very hard, espe-
cially in the case of new products, to tell whether
a financial manager is generating true excess
returns adjusting for risk or whether the current
returns are simply compensation for a risk that
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has not yet shown itself but will eventually
materialize. Such difficulty could engender
excess risk-taking both at the top of and within
the firm.

For instance, the performance of CEOs is
evaluated in part on the basis of the earnings they
generate relative to their peers. To the extent that
some leading banks can generate legitimately high
returns, this puts pressure on other banks to keep
up. CEOs of “follower” banks may take excessive
risks to boost various observable measures of
performance.

Indeed, even if managers recognize that this
type of strategy is not truly value creating, a desire
to pump up their bank’s stock prices and their
own reputations may nevertheless make it their
most attractive option. There is anecdotal evidence
of such pressure on top management—perhaps
most famously from Citigroup chairman, Chuck
Prince, in describing why his bank continued
financing buyouts despite mounting risks: “When
the music stops, in terms of liquidity, things will
be complicated. But, as long as the music is play-
ing, you’ve got to get up and dance. We’re still
dancing” (Wighton, 2007).

Even if top management wants to maximize
long-term bank value, it may be difficult to create
incentives and control systems that steer subordi-
nates in this direction. Given the competition for
talent, traders have to be paid generously based
on performance, but many of the compensation
schemes paid for short-term, risk-adjusted per-
formance. This setting gave traders an incentive to
take risks that were not recognized by the system,
so they could generate income that appeared to
stem from their superior abilities, even though it
was in fact only a market-risk premium.

The classic case of such behavior is to write
insurance on infrequent events such as defaults,
assuming what is termed “tail” risk. If traders are
allowed to boost bonuses by treating the entire
insurance premium as income, instead of setting
aside a significant fraction as a reserve for an even-
tual payout, they have an excessive incentive to
engage in this sort of trade.

Indeed, traders who bought AAA-rated MBS
were essentially getting the additional spread on
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these instruments relative to corporate AAA
securities (the spread being the insurance pre-
mium) while ignoring the additional default risk
entailed in these untested securities. The traders
in AIG’s financial products division took all this
to an extreme by writing credit default swaps,
pocketing the premiums as bonuses, and not
bothering to set aside reserves in case the bonds
covered by the swaps actually defaulted.

This is not to say that risk managers in banks
were unaware of such incentives. However, they
may have been unable to fully control them,
because tail risks are by their nature rare and
therefore hard to quantify with precision before
they occur. Although the managers could try to
impose crude limits on the activities of the traders
taking maximum risk, these types of trades were
likely to have been very profitable (before the risk
actually was realized) and any limitations on such
profits are unlikely to sit well with a top manage-
ment that is being pressured for profits.

Finally, all these shaky assets were financed
with short-term debt. Why? Because in good times,
short-term debt seems relatively cheap compared
with long-term capital, and the market is willing
to supply it because the costs of illiquidity appear
remote. Markets seem to favor a bank capital struc-
ture that is heavy on short-term leverage. In bad
times, though, the costs of illiquidity seem to be
more salient, while risk-averse (and burnt) bankers
are unlikely to take on excessive risk. The markets
then encourage a capital structure that is heavy
on capital. Given the conditions that led banks
to hold large quantities of MBS and other risky
loans (such as those to private equity financed
with a capital structure heavy on short-term debt),
the crisis had a certain degree of inevitability.

As house prices stopped rising, and indeed
started falling, mortgage defaults started increas-
ing. MBS fell in value and became more difficult
to price, and their prices became more volatile.
They became hard to borrow against, even over
the short term. Banks became illiquid and even-
tually insolvent. Only heavy intervention has
kept the financial system afloat, and though the
market seems to believe that the worst is over, its
relief may be premature.
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The Blame Game

Who is to blame for the financial crisis? As
my discussion suggests, there are many possible
suspects—the exporting countries that still do
not understand that their thrift is a burden and
not a blessing to the rest of the world; the U.S.
households that have spent way beyond their
means in recent years; the monetary and fiscal
authorities who were excessively ready to inter-
vene to prevent short-term pain, even though they
only postponed problems into the future; the
bankers who took the upside and left the down-
side to the taxpayer; the politicians who tried to
expand their vote banks by extending homeown-
ership to even those who could not afford it; the
markets that tolerated high leverage in the boom
only to become risk averse in the bust...The list
goes on.

There are plenty of suspects and enough
blame to spread. But if all are to blame, should
we also not admit they all had a willing accom-
plice—the euphoria generated by the boom? After
all, who is there to stand for stability and against
the prosperity and growth in a boom?

Internal risk managers, who repeatedly
pointed to risks that never materialized during
an upswing, have little credibility and influence—
that is, if they still have jobs. It is also very hard
for contrarian investors to bet against the boom:
As Keynes said, the market can stay irrational
longer than investors can stay solvent. Politicians
have an incentive to ride the boom, indeed to abet
it, through the deregulation sought by bankers.
After all, bankers have not only the money to
influence legislation but also the moral authority
conferred by prosperity.

And what of regulators? When everyone is
“for” the boom, how can regulators stand against
it? They are reduced to rationalizing why it would
be technically impossible for them to stop it.

Everyone is therefore complicit in the crisis
because, ultimately, they are aided and abetted
by cyclical euphoria. And unless we recognize
this, the next crisis will be hard to prevent. For
we typically regulate in the midst of a bust when
righteous politicians feel the need to do some-
thing, when bankers’ frail balance sheets and
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vivid memories make them eschew any risk, and
when regulators’ backbones are stiffened by pub-
lic disapproval of past laxity.

THE ROLE OF REGULATION

We reform under the delusion that the regu-
lated—and the markets they operate in—are static
and passive and that the regulatory environment
will not vary with the cycle. Ironically, faith in
draconian regulation is strongest at the bottom
of the cycle—when there is little need for partic-
ipants to be regulated. By contrast, the misconcep-
tion that markets will take care of themselves is
most widespread at the top of the cycle—the point
of maximum danger to the system. We need to
acknowledge these differences and enact cycle-
proof regulation, for a regulation set against the
cycle will not stand.

Consider the dangers of ignoring this point.
Recent studies such as the Geneva Report
(Brunnermeier et al., 2009) have argued for
“countercyclical” capital requirements—raising
bank capital requirements significantly in good
times, while allowing them to fall somewhat in
bad times. Although this approach is sensible
prima facie, these proposals may be far less effec-
tive than intended.

To see why this is so, we need to recognize
that in boom times, the market demands very low
levels of capital from financial intermediaries, in
part because euphoria makes losses seem remote.
So when regulated financial intermediaries are
forced to hold more costly capital than the market
requires, they have an incentive to shift activity
to unregulated intermediaries, as did banks in
setting up structured investment vehicles and
conduits during the current crisis.

Changes in Regulation

Even if regulations are strengthened to detect
and prevent this shift in activity, banks can sub-
vert capital requirements by assuming risk the
regulators do not see or do not penalize adequately
with capital requirements. Attempts to reduce
capital requirements in busts are equally fraught.
The risk-averse market wants banks to hold much
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more capital than regulators require, and its will
naturally prevails. Even the requirements them-
selves may not be immune to the cycle. Once
memories of the current crisis fade and the ideo-
logical cycle turns, the political pressure to soften
capital requirements or their enforcement will
be enormous.

To have a better chance of creating stability
through the cycle—of being cycle-proof—mew
regulations should be comprehensive, contingent,
and cost effective. Regulations that apply com-
prehensively to all levered financial institutions
are less likely to encourage the drift of activities
from heavily regulated to lightly regulated insti-
tutions over the boom, a source of instability
because the damaging consequences of such drift
come back to hit the heavily regulated institutions
during the bust through channels no one foresees.

Regulations should also be contingent so they
have maximum force when the private sector is
most likely to do itself harm but bind less the rest
of the time. This will make regulations more cost-
effective, which also makes them less prone to
arbitrage or dilution.

Consider some examples of such regulations.
First, instead of asking institutions to raise per-
manent capital, ask them to arrange for capital to
be infused when the institution or the system is
in trouble. Because these “contingent capital”
arrangements will be contracted in good times
(when the chances of a downturn seem remote),
they will be relatively cheap (compared with rais-
ing new capital in the midst of a recession) and
thus easier to enforce. Also, because the infusion
is seen as an unlikely possibility, firms cannot go
out and increase their risks by using the future
capital as backing. Finally, because the infusions
occur in bad times when capital is really needed,
they protect the system and the taxpayer in the
right contingencies.

One version of contingent capital is requiring
banks to issue debt that would automatically con-
vert to equity when two conditions are met: first,
when the system is in crisis, either based on an
assessment by regulators or based on objective
indicators; and second, when the bank’s capital
ratio falls below a certain value (Squam Lake
Working Group on Financial Regulation, 2009).
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The first condition ensures that banks that do
badly because of their own idiosyncratic errors,
and not when the system is in trouble, do not
avoid the disciplinary effects of debt. The second
condition rewards well-capitalized banks by
allowing them to avoid the forced conversion
(the number of shares to which the debt converts
will be set at a level to substantially dilute the
value of old equity), while also giving banks that
anticipate losses an incentive to raise new equity
well in advance.

Another version of contingent capital is
requiring systemically important levered financial
institutions to buy fully collateralized insurance
policies (from unlevered institutions, foreigners,
or the government) that will infuse capital into
these institutions when the system is in trouble
(Kashyap, Rajan, and Stein, 2009).

Here is one way this type of system could
operate. Megabank would issue capital insurance
bonds—say, to sovereign wealth funds—and
invest the proceeds in Treasury bonds, which
would then be placed in a custodial account in
State Street Bank. Every quarter, Megabank would
pay a pre-agreed insurance premium (contracted
at the time the capital insurance bond is issued)
which, together with the interest accumulated on
the Treasury bonds held in the custodial account,
would be paid to the sovereign fund.

If the aggregate losses of the banking system
exceed a certain prespecified amount, Megabank
would start receiving a payout from the custodial
account to bolster its capital. The sovereign wealth
fund would then face losses on the principal it
has invested, but on average, it would be compen-
sated by the insurance premium.

Consider regulations aimed at “too big to
fail” institutions. Regulations to limit their size
and activities will become very onerous when
growth is high, thus increasing the incentive to
dilute these regulations. Perhaps, instead, a more
cyclically sustainable regulation would be to make
these institutions easier to close down. What if
systemically important financial institutions were
required to develop a plan that would enable
them to be resolved over a weekend?

Such a “shelf bankruptcy” plan would require
banks to track, and document, their exposures
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much more carefully and in a timely manner,
probably through much better use of technology.
The plan would require periodic stress testing
by regulators and the support of enabling legisla-
tion—such as facilitating an orderly transfer of a
troubled institution’s swap books to precommit-
ted partners. Not only would the requirement to
develop resolution plans give these institutions
the incentive to reduce unnecessary complexity
and improve management, it also would not be
much more onerous in the boom cycle and might
indeed force management to think the unthink-
able at such times.

CONCLUSION

A crisis offers us a rare window of opportu-
nity to implement reforms—it is a terrible thing
to waste. The temptation will be to overregulate,
as we have done in the past. This creates its own
perverse dynamic. For as we start eliminating
senseless regulations once the recovery takes hold,
we will find deregulation adds so much economic
value that it further empowers the deregulatory
camp. Eventually, though, the deregulatory
momentum will cause us to eliminate regulatory
muscle rather than fat. Perhaps rather than swing-
ing maniacally between too much and too little
regulation, it would be better to think of cycle-
proof regulation.
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Systemic Risk and the Financial Crisis: A Primer

James Bullard, Christopher J. Neely, and David C. Wheelock

How did problems in a relatively small portion of the home mortgage market trigger the most
severe financial crisis in the United States since the Great Depression? Several developments
played a role, including the proliferation of complex mortgage-backed securities and derivatives
with highly opaque structures, high leverage, and inadequate risk management. These, in turn,
created systemic risk—that is, the risk that a triggering event, such as the failure of a large financial
firm, will seriously impair financial markets and harm the broader economy. This article examines
the role of systemic risk in the recent financial crisis. Systemic concerns prompted the Federal
Reserve and U.S. Department of the Treasury to act to prevent the bankruptcy of several large
financial firms in 2008. The authors explain why the failures of financial firms are more likely to
pose systemic risks than the failures of nonfinancial firms and discuss possible remedies for such
risks. They conclude that the economy could benefit from reforms that reduce systemic risks, such
as the creation of an improved regime for resolving failures of large financial firms. (JEL E44, E58,
Go1, G21, G28)

Federal Reserve Bank of St. Louis Review, September/October 2009, 91(5, Part 1), pp. 403-17.

International Group (AIG), and Citigroup—kept
financial markets on edge throughout much of
2008 and into 2009. The financial turmoil is
widely considered the primary cause of the eco-

he financial crisis of 2008-09—the most
severe since the 1930s—had its origins
in the housing market. After several

years of rapid growth and profitability,

banks and other financial firms began to realize
significant losses on their investments in home
mortgages and related securities in the second
half of 2007. Those losses triggered a full-blown
financial crisis when banks and other lenders
suddenly demanded much higher interest rates
on loans to risky borrowers, including other
banks, and trading in many financial instruments
declined sharply. A string of failures and near-
failures of major financial institutions—including
Bear Stearns, IndyMac Federal Bank, the Federal
National Mortgage Association (Fannie Mae),
the Federal Home Loan Mortgage Corporation
(Freddie Mac), Lehman Brothers, American

nomic recession that began in late 2007.

As individual firms lurched toward collapse,
market speculation focused on which firms the
government would consider “too big” or “too
connected” to allow to fail. Why should any firm,
large or small, be protected from failure? For finan-
cial firms, the answer centers on systemic risk.
Systemic risk refers to the possibility that a trig-
gering event, such as the failure of an individual
firm, will seriously impair other firms or markets
and harm the broader economy.

Systemic risk concerns were at the heart of
the Federal Reserve’s decision to facilitate the

James Bullard is president and chief executive officer of the Federal Reserve Bank of St. Louis. Christopher J. Neely is an assistant vice president
and economist and David C. Wheelock is a vice president and economist at the Federal Reserve Bank of St. Louis. The authors thank Richard
Anderson, Rajdeep Sengupta, and Yi Wen for comments on a previous draft of this article. Craig P. Aubuchon provided research assistance.
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Figure 1

U.S. House Prices Relative to the CPI, Rents, and Median Family Income (1995:Q1-2008:Q4)
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NOTE: The house price index (HPI) shown in the figure is the S&P/Case-Shiller National Home Price Index; the consumer price index
(CPI) data exclude the shelter component of the index; the rent index is a separate component of the CPI; median family income is
an aggregated monthly series from the National Association of Realtors; and recession dates (vertical gray bars) are from the National

Bureau of Economic Research.

acquisition of Bear Stearns by JPMorgan Chase
in March 2008 and the U.S. Department of the
Treasury’s decisions to place Fannie Mae and
Freddie Mac into conservatorship! and to assume
control of AIG in September 2008. Federal Reserve
Chairman Bernanke (2008b) explained the Fed’s
decision to facilitate the acquisition of Bear Stearns
as follows:

Our analyses persuaded us...that allowing Bear
Stearns to fail so abruptly at a time when the
financial markets were already under consider-
able stress would likely have had extremely
adverse implications for the financial system
and for the broader economy. In particular,
Bear Stearns’ failure under those circumstances
would have seriously disrupted certain key
secured funding markets and derivatives mar-

LA conservatorship is a legal arrangement in which one party is
given control of another party’s legal or financial affairs. In this case,
the Federal Housing Finance Agency was appointed conservator
of Fannie Mae and Freddie Mac by the U.S. Treasury Department
in accordance with the Federal Housing Finance Regulatory Reform
Act of 2008.
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kets and possibly would have led to runs on
other financial firms.

This article describes how the failure of a
single financial firm or market could endanger
the entire U.S. financial system and economy
and how this possibility influenced the response
of policymakers to the recent crisis. Further, we
explain why failures of financial institutions are
more likely to pose systemic risks than failures
of nonfinancial firms and discuss possible reme-
dies for the systemic risks exposed by this par-
ticular financial crisis.?

A BRIEF GUIDE TO THE
FINANCIAL CRISIS

We begin with a brief review of the evolution
of the financial crisis and its origins in the hous-

% This article is based on and extends “Systemic Risk and the
Macroeconomy” (see Bullard, 2008).
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ing market to understand systemic risk in the
context of this crisis.

U.S. house prices began to rise far above his-
torical values in the late 1990s. Figure 1 shows
the growth in an index of house prices relative to
the consumer price index (CPI), an index of resi-
dential rents, and median family income, all
normalized to equal 1 in the first quarter of 1995.
House prices rose rapidly relative to consumer
price inflation, rents, and median family income
between 1998 and 2006. Analysts attribute the
rapid growth in the demand for homes and the
associated rise in house prices to unusually low
interest rates, large capital inflows, rapid income
growth, and innovations in the mortgage market.3

A rapid rise in the share of nonprime loans,
especially nonprime loans with unconventional
terms, was a key feature of the mortgage market
during the housing boom. Nonprime loans
increased from 9 percent of new mortgage origi-
nations in 2001 to 40 percent in 2006 (DiMartino
and Duca, 2007). Most nonprime mortgage loans
were made to homebuyers with weak credit his-
tories, minimal down payments, low income-to-
loan ratios, or other deficiencies that prevented
them from qualifying for a prime loan.* Many non-
prime loans also had adjustable interest rates or
other features that kept the initial payments low
but subjected borrowers to risk if interest rates
rose or house prices declined.

The rise in nonprime loans was accompanied
by a sharp increase in the percentage of nonprime
loans that originating lenders sold to banks and

% Bernanke (2005) describes the “global saving glut” and changing
pattern of international capital flows during the 1990s and early
2000s, and Caballero, Farhi, and Gourinchas (2008) discuss the
role of capital inflows in fueling the housing boom. Taylor (2009),
by contrast, blames the housing boom primarily on loose monetary
policy during 2002-05.

Mortgage loans are typically classified as prime or nonprime,
depending on the risk that a borrower will default on the loan.
Nonprime loans are further distinguished between “subprime” and
“alternative-A” (Alt-A), again depending on credit risk. Generally,
borrowers qualify for prime mortgages if their credit scores are 660
or higher and the loan-to-value ratio is below 80 percent. Borrowers
with lower credit scores or other financial deficiencies, such as a
previous record of delinquency, foreclosure or bankruptcy, or
higher loan-to-value ratios, are more likely to qualify only for a
nonprime loan. See Sengupta and Emmons (2007) for more infor-
mation about nonprime mortgage lending.
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other financial institutions. The practice of selling
conventional prime mortgages has been common
since the 1930s, when the federal government
established Fannie Mae to promote the flow of
capital to the mortgage market.5 The federal gov-
ernment chartered Freddie Mac in 1970 to com-
pete with Fannie Mae, which had been sold to
private investors in 1968. Both firms purchase
large amounts of prime mortgage loans, which
they finance by selling bonds in the capital mar-
kets. Before the 1990s, Fannie Mae, Freddie
Mac, and other firms rarely purchased nonprime
loans. Instead, the originating lenders held most
nonprime loans, which comprised a relatively
small portion of the mortgage market, until they
matured.®

When a lender sells a loan rather than holding
it until maturity, the lender has less incentive to
ensure that the borrower is creditworthy. Many
analysts contend that lax underwriting standards
contributed to the high rate of nonprime loan
delinquencies.” Although purchasers of loans do
have an incentive to verify the creditworthiness
of borrowers, many evidently failed to appreciate
or manage the level of risk in their portfolios dur-
ing the recent housing boom (Bernanke, 2008a).
In some instances, investors may have relied
too heavily on the judgments of credit rating
agencies.8

The banks and other financial institutions
that purchased nonprime mortgage loans typically
created residential mortgage-backed securities
(RMBSs) based on pools of mortgage loans. An

Wheelock (2008) discusses the establishment of Fannie Mae and
other agencies and programs to alleviate home mortgage distress
during the Great Depression.

Fannie Mae and Freddie Mac are not permitted to purchase loans
that exceed a specific limit (currently $417,000) except in desig-
nated high-cost areas. Further, Fannie Mae and Freddie Mac require
minimum documentation and other standards on the loans they
purchase, and hence they purchase relatively few nonprime loans.

Demyanyk and Van Hemert (2008) and Bhardwaj and Sengupta
(2008) provide alternative perspectives on the role of lax under-
writing of nonprime loans.

Critics charge that the rating agencies had a conflict of interest
because bond issuers paid for the ratings (New York Times, 2007;
Fons, 2008a,b). In addition, the rating agencies used inadequate
risk models that did not account for a possibility of a serious drop
in housing prices. See Fons (2008a,b).
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Figure 2

U.S. House Prices and Foreclosures

New Foreclosures Started (percent)
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Home Price Index. Vertical gray bars indicate recessions.

RMBS redistributes the income stream from the
underlying mortgage pool among bonds that differ
by the seniority of their claim. Sometimes addi-
tional securities, known as collateralized mort-
gage obligations (CMOs) or collateralized debt
obligations, are created by combining multiple
RMBSs (or parts of RMBSs) and then selling por-
tions of the income streams derived from the mort-
gage pool or RMBSs to investors with different
appetites for risk.

The securities rating agencies assigned high
ratings to many of the mortgage-related securities
created to finance purchases of nonprime loans.
As long as house prices were rising, most non-
prime loans performed well because borrowers
were usually able to refinance or sell their house—
at a higher price—if they were unable to make
their loan payments.? When house prices began

Most nonprime loan originations were refinances of existing
mortgages in which borrowers withdrew accumulated equity from
their homes (a phenomenon known as a “cash-out” refinance).
See Bhardwaj and Sengupta (2009).
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to fall, many borrowers found that they owed
more on their house than it was worth. This situ-
ation made it impossible for some borrowers to
repay their loan by selling their house or refinanc-
ing their mortgage, and it also created an incentive
simply to default. Consequently, loan defaults and
foreclosures rose sharply, as shown in Figure 2,
which plots data on the percentage of home mort-
gages entering foreclosure in a given quarter and
the year-over-year percentage change in the S&P/
Case-Shiller National Home Price Index.

Rising loan delinquencies caused many RMBSs
and CMOs backed by home mortgage loans to
default, and investment banks and other investors
that held large portfolios of RMBSs and CMOs
experienced substantial losses. Ultimately, the
decline in house prices and the increase in mort-
gage loan defaults that began in 2006 were the
root cause of the financial crisis. The following
sections explore how systemic risks caused losses
on nonprime mortgages and mortgage-related
securities to disrupt the entire financial system.
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SYSTEMIC RISK

Systemic Risk, Counterparty Risk, and
Asymmetric Information

In the recent financial crisis, the most impor-
tant type of risk to the financial system has been
“counterparty risk,” which is also known as
“default risk.”10 Counterparty risk is the danger
that a party to a financial contract will fail to live
up to its obligations.

Counterparty risk exists in large part because
of asymmetric information. Individuals and firms
typically know more about their own financial
condition and prospects than do other individuals
and firms. Much of the recent concern about sys-
temic risk has focused on investment banks that
deal in complex financial contracts. Consider the
following example: Suppose Bank A purchases
an option from Bank B to hedge the risk of a
change in the term structure of interest rates. If
Bank B later fails, perhaps because of bad invest-
ments in home mortgages, then the option sold
by Bank B may lose value or even become worth-
less. Thus, Bank A—which thought it was care-
fully hedging its risk—is adversely affected by
Bank B’s problems in housing markets.

Of course, financial firms can protect them-
selves to some degree in such simple situations.
The logic of self-interested behavior combined
with market clearing would lead to an appropriate
pricing of risk; Bank A would have considered
the possibility of the failure of Bank B and taken
this into account in its contingency plan. For
example, Bank A might require Bank B to post
collateral to protect the value of the option in case
Bank B failed. But in actual financial markets,
arrangements are so complex that the nature of
risk that firms face might not be obvious. In addi-
tion, the value of collateral fluctuates and thus
even carefully collateralized deals are subject to
some risk.11

10 Taylor (2009) argues that the financial crisis was associated mainly
with an increase in counterparty risk and not a shortage of liquidity.

1 Kiyotaki and Moore (1997) and Pintus and Wen (2008) discuss
how procyclical fluctuations in the value of collateral can exacer-
bate financial booms and busts and contribute to macroeconomic
fluctuations.
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Systemic Risk and Information Cascades

Sophisticated investors and counterparties
will cease to do business with a firm once the
firm’s weak condition becomes known, as they
did with Bear Stearns and Lehman Brothers. How-
ever, the inability to sort perfectly among good
and bad risks can lead banks and other investors
to pull away from nearly all lending during a crisis.
The tendency of lenders to seek safe investments
during a crisis explains why trading in risky assets
declined sharply and their market yields rose
relative to yields on federal government debt
during 2007-08.

Sometimes all firms in an industry are “tarred
by the same brush” and one firm’s failure leads
investors to shun an entire industry. For example,
before the introduction of federal deposit insur-
ance in 1933, the failure of individual banks some-
times caused the public to shift a large portion
of its funds from bank deposits into cash. Why
should the failure of a single firm cause the public
to suspect an entire industry? Again, the answer
is related to the fact that people have imperfect
information. Because depositors lack complete
information about the condition of their bank, the
failure of one bank can trigger mass withdrawals
by depositors of other banks to avoid losses in the
event their own bank fails. Indeed, even if a par-
ticular depositor believed that his bank was fun-
damentally sound, it would still make sense for
him to withdraw his money if he thought that
withdrawals by other depositors might cause the
bank to fail. Banking panics are especially danger-
ous because large-scale deposit withdrawals can
make bank failures more likely, as well as cause
banks to reduce their lending in an effort to boost
liquidity. Several severe banking panics during
the nineteenth and early twentieth centuries
resulted in widespread bank failures, financial
distress, and economic contractions.2

Federal deposit insurance has largely ended
the problem of banking panics. When IndyMac
Bank was rumored to be near failure in 2008,

12 Calomiris and Gorton (2000), Dwyer and Gilbert (1989), and
Wicker (2000) are among the numerous studies of the causes and
effects of U.S. banking panics. Diamond and Dybvig (1983) pro-
vide an important theoretical analysis of banking panics.
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many depositors withdrew their funds from the
bank. However, rather than holding their funds
as cash, IndyMac’s depositors merely moved their
deposits to other banks. Similarly, the run on
IndyMac did not trigger mass deposit withdrawals
at other banks.

Panic-like phenomena have occurred during
the recent financial crisis, however. For example,
when the Reserve Primary Fund, a large money
market mutual fund, halted investor redemptions
after the net asset value of its shares fell below
$1 in September 2008, share redemptions rose
sharply at other money market mutual funds.
Although most money market mutual funds had
ample reserves and good assets, investors inter-
preted the troubles of the Reserve Primary Fund
(which held a large amount of Lehman Brothers
debt) as a possible indicator of problems at other
mutual funds. The federal government quickly
guaranteed the value of existing accounts in
money market mutual funds to discourage panic
withdrawals from such funds.

The dramatic declines in trading volume and
liquidity in the markets for mortgage-related
securities during the recent financial crisis also
reflected investor panic. Trading in all RMBSs
declined sharply when defaults and ratings down-
grades made investors wary of RMBSs in general.
Heavy reliance by investors on the evaluation
of mortgage instruments by the rating agencies
may have exacerbated swings in market liquidity.
For example, a ratings downgrade, especially of
a previously highly rated security, could induce
panic selling by signaling possible downgrades or
losses on similar securities. Ratings downgrades
and declining asset values can also force borrow-
ers to post additional collateral to maintain a given
level of borrowing. AIG collapsed in September
2008 when it was unable to raise additional col-
lateral in the wake of a downgrade of its debt rating
(Son, 2008). In general, deterioration in the col-
lateral value of borrower assets was an important
amplification mechanism during the recent finan-
cial crisis. Falling asset prices caused lenders to
demand more collateral, which caused borrowers
to dump risky assets, thereby exacerbating declines
in their market values and leading to further
demands for more collateral (Brunnermeier, 2008).
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Why the Financial System Is Special

Many aspects of systemic risk are not unique
to financial institutions or markets. The failure
of a nonfinancial firm, such as an automobile
manufacturer, will affect the firm’s suppliers and
dealerships, as well as the local economies where
manufacturing plants and other operations are
located. By the same token, a default by an air-
line company on its debt obligations might cause
investors to shun the debt of other airline com-
panies if investors believe that the default reflected
an industry-wide problem, such as rising fuel
prices. Still, over the past decade, some very large
firms have failed, including Enron, WorldCom,
and several major airlines, yet none caused sig-
nificant problems beyond its immediate share-
holders, employees, suppliers, and customers.
The failure of a nonfinancial firm would rarely
threaten the solvency of a competitor, let alone
significantly affect the economy more broadly.
Instead, the failure of a large firm could increase
the market shares and profitability of the remain-
ing firms in an industry, as well as provide oppor-
tunities for smaller firms to enter previously
inaccessible markets.

Why do we think the failure of a large finan-
cial firm presents systemic risks that the failure
of a nonfinancial firm does not? There are at least
three reasons.

The first is interconnectedness. In the normal
course of business, large commercial and invest-
ment banks lend and trade with each other through
interbank lending and deposit markets, transac-
tions in over-the-counter (OTC) derivatives, and
wholesale payment and settlement systems.
Settlement risk—the risk that one party to a finan-
cial transaction will default after the other party
has delivered—is a major concern for large finan-
cial institutions whose daily exposures routinely
run into many billions of dollars. The lightning
speed of financial transactions and the complex
structures of many banks and securities firms
make it especially difficult for a firm to fully moni-
tor the counterparties with which it deals, let
alone the counterparties of counterparties. The
rapid failure of a seemingly strong bank could
potentially expose other firms to large losses.
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Even firms that do not transact directly with the
affected bank can be exposed through their deal-
ings with affected third parties.’?

A second reason why the financial sector is
especially vulnerable to systemic risk is leverage.
Compared with most nonfinancial firms, banks
and other financial institutions are highly lever-
aged—that is, they fund a substantial portion of
their assets by issuing debt rather than selling
equity. During the housing boom, many banks,
hedge funds, and other firms that invested heav-
ily in mortgage-related securities financed their
holdings by borrowing heavily in debt markets.
Investment banks were especially highly lever-
aged before the crisis, with debt-to-equity ratios
of approximately 25 to 1. That is, for every dollar
of equity, investment banks issued an average of
$25 of debt. By comparison, commercial banks,
which are subject to minimum capital require-
ments, had leverage ratios of approximately 12
to 1.1% High leverage meant that financial firms
enjoyed high rates of return on equity when times
were good but also a high risk of failing when
markets turned against them.

Because investment banks held a mere $4 of
equity for every $100 of assets on their balance
sheets, a relatively modest (4 percent) decline in
the value of an investment bank’s assets would
wipe out the bank’s equity, forcing it to raise addi-
tional capital and/or sell some of its assets. Many
investment banks and other financial institutions
sustained large losses on their portfolios of RMBSs
and were forced to raise additional capital to
remain solvent. Similarly, Fannie Mae and Freddie
Mac ran into financial difficulties in part because
of their extreme leverage. The federal government
placed both Fannie Mae and Freddie Mac into
conservatorship in July 2008 because losses on
their portfolios of mortgages and RMBSs drove
the firms to the brink of insolvency. Had those
firms held more capital, they could have with-
stood larger losses without becoming insolvent.

3 Lagunoff and Schreft (2001) present a model in which a financial
crisis can arise as losses spread among firms whose portfolios are
linked to those of other firms.

14 See Economic Report of the President (2009, p. 71).
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A third reason why the financial sector is
especially vulnerable to systemic risk is the ten-
dency of financial firms to finance their holdings
of relatively illiquid long-term assets with short-
term debt. Not only are financial institutions typi-
cally highly leveraged, but the nature of their
business entails an inherent mismatch in the
maturities of their assets and liabilities that can
make them vulnerable to interest rate or liquidity
shocks. Most financial intermediaries borrow
short and lend long—that is, they fund long-term,
relatively illiquid investments with short-term
debt. For example, commercial banks tradition-
ally have used demand deposits, which deposi-
tors can withdraw at any time, to fund loans and
other long-term investments. Many investment
banks and securities firms rely heavily on com-
mercial paper, repurchase agreements (repos),’®
and other short-term funding sources to finance
long-term investments. If depositors suddenly pull
their funds from a commercial bank or lenders
refuse to purchase a securities firm’s commercial
paper or repos, the bank or securities firm could
be forced into bankruptcy. Bear Stearns collapsed
when investors refused to purchase the firm’s
short-term debt. Other firms faced sharply higher
funding costs in 2007-08 as markets reevaluated
the creditworthiness of borrowers. The speed with
which the markets can “turn off the tap” makes
financial institutions especially vulnerable to
temporary disruptions of liquidity in financial
markets.16

MITIGATING SYSTEMIC RISK

Recognizing the problem of systemic risk,
financial firms have long cooperated to limit risks
associated with the failures of other financial
firms. For example, before the creation of the
Federal Reserve System in 1913, commercial
banks devised clearinghouse arrangements in an

15 A repo is a trade in which one party agrees to sell securities to a
second party and to buy those securities back at a prespecified
price and date. It amounts to collateralized borrowing.

16 Acharya, Gale, and Yorulmazer (2009) present a model that can
explain a sudden collapse of liquidity in a financial market asso-
ciated with a change in the information structure of the assets
traded in the market.
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attempt to protect themselves from banking pan-
ics. The primary purpose of a clearinghouse is to
clear checks and other forms of payment among
member banks. In the nineteenth century, clearing-
houses developed mechanisms to protect their
members from banking panics and to provide
additional liquidity for banks facing deposit runs.
For example, clearinghouse members could bor-
row certificates to settle their balances with other
member banks in lieu of cash or other reserves.
Further, clearinghouse members collectively
guarantee the payment obligations of members
threatened by deposit withdrawals.1”

Financial market exchanges, such as the
Chicago Mercantile Exchange, are also private
arrangements that limit systemic risks. Securities
and commodities exchanges arose centuries ago
to settle trades efficiently under clear, fixed rules.
Exchanges are the central counterparty to every
transaction. Like bank clearinghouses, exchanges
reduce default risk by requiring their members
to meet minimum capital and disclosure require-
ments. If a member of the exchange does default,
the other members bear that firm’s obligations
according to the exchange’s loss-sharing rules.
Thus, membership requirements and loss-sharing
arrangements lessen the risk that default by one
firm will adversely affect other members of the
exchange.

Many derivatives trade in OTC markets, which
consist of financial institutions doing business
directly with each other rather than through an
exchange. Many analysts have identified weak-
nesses in OTC derivatives markets, especially in
the market for credit default swaps, as important
contributors to the recent financial crisis.!®

The use of credit default swaps and other
financial derivatives has grown enormously in
recent years. Although useful for hedging risks,
the proliferation of OTC derivatives is widely
believed to have increased systemic risks in the
financial system by increasing the extent to which

7 See Gorton (1985), Timberlake (1984), and White (1983, pp. 74-83)
for more information about the role of clearinghouses in mitigating
banking panics.

18 Wallison (2008) discusses the credit default insurance (or swap)

market, and Schinasi et al. (2001) describe the OTC derivatives
market.
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large financial firms are interconnected and by
reducing transparency. Many analysts believe
that these risks could be substantially reduced
by establishing a central exchange or clearing-
house for derivatives trading.!® Because exchange-
traded derivatives are standardized contracts that
are traded among many parties every day, they
could be valued more precisely than the custom
products traded among individual firms on OTC
markets. In addition, the requirement for exchange
participants to post margins against potential
losses and mark positions to market daily would
help reduce counterparty risks. Exchange partici-
pants that cannot cover their losses will have their
positions closed out before the losses become
too large.

Cooperative arrangements, such as clearing-
houses and exchanges, are one way of reducing
systemic risks. However, in many circumstances
private measures might be insufficient to amelio-
rate systemic risk. For example, individual firms
could be reluctant to reveal private business
information to competitors, which might impair
a loss-sharing agreement. Further, firms often have
little incentive to mitigate costs borne by others.
Thus, a firm whose failure poses systemic risk
will tend to behave less cautiously than society
would desire and, hence, government involve-
ment might be necessary to limit systemic risks.2%

Proposals for Government Policies to
Conftrol Systemic Risks

The recent financial crisis has prompted
numerous proposals for enhanced government
regulation and supervision of large financial firms
and markets to address systemic risks. Many
proposals call for increased supervision of sys-
temically important financial institutions, as
well as new rules for resolving insolvent firms.

9 For example, see Bernanke (2008c) and Counterparty Risk
Management Policy Group III (2008).

20 Systemic risk constitutes a “negative externality” in the sense that
the actions of one firm harm others. The situation is analogous to
a firm that pollutes the environment. Because others bear at least
some of the costs of the pollution, the firm will tend to pollute
more than it would if it had to compensate others for these costs.
Negative externalities are an example of a market failure that may
require government intervention to ameliorate.
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Other proposals recommend regulation to limit
risk-taking and to ensure ample liquidity in
financial markets. This section reviews some of
the regulatory and legal proposals suggested in
response to the recent crisis.

Many reform proposals call for the creation
of a systemic financial regulator with responsibil-
ities for “macroprudential” oversight of the finan-
cial system. A macroprudential regulator would
consider broad economic trends and the impact
of a firm’s actions on the entire financial system,
not just the firm’s own risk of default (Bernanke,
2008c). To some extent, regulators already con-
sider broad economic trends and effects, but
several proposals argue for bringing all large or
systemically important financial institutions
under the umbrella of a systemic regulator.??

One justification for the regulation and super-
vision of systemically important firms is that
governments are unlikely to permit such firms
to fail, or if they do fail, the government will sub-
stantially protect many, if not all, of the firm’s
creditors from loss. Such a government guaran-
tee—either explicit or implicit—can encourage
firms to take greater risks than they otherwise
would, which increases the likelihood of their
failure.?? Consequently, regulation and supervi-
sion is required to offset the incentive to take
excessive risk.

Federal deposit insurance is one example of
a government guarantee that can encourage
excessive risk-taking. Without deposit insurance,
rational, fully informed depositors would require
banks with risky assets to hold more capital or pay
higher deposit rates than banks with less-risky

1 For example, the Group of Thirty (2009, p. 17) argues that at the
start of 2008, there were five U.S. investment banks (Bear Stearns,
Goldman Sachs, Lehman Brothers, Merrill Lynch, and Morgan
Stanley), one insurance company (AIG), and two government-
sponsored enterprises (Fannie Mae and Freddie Mac) that were
systemically significant and therefore should have been subject
to stringent regulation and supervision. During 2008, all but two
of those firms (Goldman Sachs and Morgan Stanley) failed or suf-
fered large losses that required government intervention, and
both Goldman Sachs and Morgan Stanley became bank holding
companies.

%2 “Moral hazard” describes the idea that individuals and firms engage

in riskier behavior when they are protected from the danger that
such behaviors create. For example, a person who purchases fire
insurance might be less concerned with fire hazards than one
who would personally bear the full cost of a fire.
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assets. However, with insurance, depositors have
little incentive to monitor the risks their banks
take; hence, deposit insurance gives banks an
incentive to assume greater risks than they other-
wise would.?3

Whereas deposit insurance is an explicit
guarantee, the public’s expectation that the federal
government would stand behind the liabilities of
Fannie Mae and Freddie Mac is an example of
an implicit guarantee. The perception that the
government would guarantee the liabilities of
Fannie Mae and Freddie Mac enabled those firms
to borrow at relatively low interest rates to fund
their purchases of mortgages and RMBSs, includ-
ing securities backed by nonprime mortgages.
Fannie Mae and Freddie Mac grew rapidly and
operated with much lower capital ratios than
other financial firms. Ultimately, financial losses
eroded their thin capital cushions and pushed
both Fannie Mae and Freddie Mac to the brink of
failure before they were placed into government
conservatorship.?4

Many policymakers and analysts have called
for new rules for shutting down large financial
firms that become insolvent. The current bank-
ruptcy regime is widely criticized as inadequate
for dealing with failures of systemically important
financial institutions.?® Delays and uncertainties
inherent in the bankruptcy process of a systemi-
cally important firm could precipitate or exacer-
bate a financial crisis.

Several reform proposals advocate subjecting
nonbank financial firms to “prompt corrective
action” in the event their capital ratios fall below
prescribed levels. The Federal Deposit Insurance
Corporation Improvement Act of 1991 already

2 Merton (1977) shows that banks maximize the value of deposit
insurance to themselves by maximizing their risk. Capital require-
ments and other measures can limit the excessive risk-taking
encouraged by deposit insurance. Many analysts blame lax regu-
lation and supervision, coupled with an increase in deposit insur-
ance coverage, for increased risk-taking and the high failure rates
of banks and, especially, savings and loan associations during the
1980s. For example, see Kane (1989) and White (1991).

24 poole (2002, 2003, and 2007) was among those warning of the
risks inherent with the implicit government guarantee of Fannie
Mae and Freddie Mac debt. Stern and Feldman (2004) discuss the
effects of “too big to fail” policies in general.

% For example, see Bernanke (2008c) and Congressional Oversight
Panel (2009, p. 24).
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mandates prompt corrective action for commercial
banks. For example, bank supervisors can limit
the growth, executive compensation, and pay-
ment of dividends by undercapitalized banks.
Supervisors can also place critically undercapital-
ized banks into conservatorship or receivership.26
Federal Reserve Chairman Bernanke (2008c) and
others argue that prompt corrective action could
reduce systemic risks and discourage large finan-
cial holding companies and nonbank financial
firms from taking excessive risks. Further, the
authority to place a critically undercapitalized
firm into conservatorship or receivership would
enable the government to resolve failures in an
orderly way that imposes the failing firm’s losses
on the firm’s creditors and equity holders rather
than on taxpayers.

Prompt corrective action is one potential com-
ponent of a general strengthening of the oversight
of large financial firms. Another potential com-
ponent is a more comprehensive approach to the
supervision of complex and systemically impor-
tant financial firms. Proponents argue that broader
supervision of systemically significant firms might
have prevented the failure of AIG, which required
a government rescue to avoid bankruptcy in
September 2008.

AlG is a large financial conglomerate with
global operations. The traditional business of AIG
is insurance—automobile, life, and so on. In the
United States, state government authorities regu-
late insurance firms—New York State in the case
of AIG. State insurance regulations and supervi-
sion are designed to ensure the solvency of insur-
ance companies so that they are fairly certain to
meet their contingent claims. But insurance reg-
ulators have little or no oversight of the other sub-
sidiaries and operations of conglomerates such
as AIG. Besides owning an insurance company,
AIG also owns a federally chartered savings bank
(AIG Bank, FSB), which places AIG under the
supervision of the Office of Thrift Supervision.
Bank and thrift regulators, however, traditionally

% Aggarwal and Jacques (1998) and Spong (2000, pp. 84-98) provide
additional information about commercial bank capital requirements
and prompt corrective action. Evanoff and Wall (2003) argue that
the use of subordinated debt spreads might be useful to trigger
prompt corrective action.
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have focused on the condition of the depository
institution rather than on the systemic risks posed
by its parent holding company. The Office of Thrift
Supervision has neither the resources to super-
vise the activities of the entire conglomerate nor
the mandate to regulate the extent to which AIG
poses systemic risk to the financial system.
AIG’s unregulated activities, notably the
underwriting of credit default insurance, created
substantial losses as the housing market slumped
badly in 2006-08. These unregulated operations
had grown so large that government officials feared
that AIG’s sudden collapse could impose severe
losses on other firms and seriously impair the
functioning of the entire financial system. To
avoid this outcome the U.S. Treasury and Federal
Reserve provided AIG with loans and a capital
injection in September 2008 when it appeared that
the firm would default on its outstanding debts.
Many proposals for reforming financial regu-
lation call for the supervision of large, complex
financial institutions such as AIG by strong regu-
lators with sweeping oversight and enforcement
powers that can focus on the systemic risks posed
by such organizations.?” Brunnermeier et al.
(2009) argue that an effective macroprudential
regulator must have the political independence
to impose unpopular measures. To limit discre-
tion, the study argues, regulation should follow
preset rules as much as possible. Writing rules to
cover every possible contingency is difficult if not
impossible, however, and before assigning sweep-
ing oversight and enforcement authority to a
systemic regulator, the scope of the regulator’s
authority would have to be carefully delineated.
In addition to enhanced macroprudential
oversight, proposals for mitigating systemic risks
in the financial system include the imposition of
minimum capital requirements on large financial
firms, regulations on the use of short-term debt to
finance holdings of long-term assets, and changes
to market value accounting rules.
Many analysts contend that extreme leverage
contributed to the recent financial crisis by mak-
ing large financial firms especially vulnerable to

27 Ror example, see Brunnermeier et al. (2009), Congressional
Oversight Panel (2009), Group of Thirty (2009), and Paulsen et al.
(2008).
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losses. This view has prompted proposals to
strengthen capital requirements for commercial
banks and to extend those requirements to previ-
ously unregulated financial firms, such as invest-
ment banks. Some analysts argue that large,
systemically significant firms should be required
to hold more capital as a percentage of their assets
than smaller firms (e.g., Congressional Oversight
Panel, 2009, p. 26).

Some proposals call for discouraging the fund-
ing of long-term, illiquid assets with short-term
debt. A firm that cannot roll over its short-term
debt could be forced to sell assets, and if many
firms are in the same predicament, then asset
prices could decline sharply. Such price declines
would impose further losses on firms, forcing a
spiral of still more sales and further price declines.
As the recent financial crisis intensified, especially
in September 2008, firms that relied heavily on
short-term debt faced sharply higher interest rates
as banks suddenly became less willing to lend
and investors fled to the safety of U.S. Treasury
securities.?® Future systemic risks could be
reduced by discouraging excessive leveraging
and the use of short-term debt to fund long-term
asset holdings, for example, by requiring firms to
hold more capital against long-term, relatively
illiquid assets funded with short-term debt than
against more-liquid assets or assets funded with
long-term debt (e.g., Brunnermeier et al., 2009,
pp- 38-39). Kotlikoff and Leamer (2009) offer a
more radical solution to the problem of short-term
debt financing illiquid assets: “limited-purpose
banking.” This scheme would convert all financial
firms to mutual funds so that individual deposi-
tors, not the financial firms, would bear the risk
of the asset holdings.

Noting the tendency of financial firms to
increase their use of leverage when asset prices
are rising and to reduce leverage when prices are
falling, some analysts argue that capital require-
ments should become increasingly stringent when
asset prices are rising. Some proposals call for
tying capital requirements explicitly to the growth
in the value of a bank’s assets (e.g., Congressional

%8 The danger of issuing short-term debt is not limited to firms. Neely
(1996) describes the role of short-term debt in triggering Mexico’s
December 1994 peso crisis.
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Oversight Panel, 2009, pp. 27-28); others call on
bank supervisors to encourage banks to build
capital and liquidity when times are good and
allow banks to draw down their buffers during
difficult times. For example, the Group of Thirty
(2009, p. 43) recommends capital requirements
“expressed as a broad range within which capital
ratios should be managed, with the expectation
that, as part of supervisory guidance, firms will
operate at the upper end of such a range in periods
when markets are exuberant and tendencies for
underestimating and underpricing risk are great.”

One of the more hotly debated issues sur-
rounding the recent financial crisis is the extent
to which fair value accounting rules contributed
to the crisis. In textbook financial markets, valu-
ations are the considered outcomes of the views
of rational, relatively risk-tolerant speculators
with deep pockets. In the real world, however,
imperfect information and limited risk tolerance
are facts of life that can inhibit the rational spec-
ulation necessary to drive prices back to long-term
fundamental values. Trading in certain assets
might cease during a crisis or trades might occur
at widely disparate prices, making the determina-
tion of their market value problematic just when
the value of transparency is greatest. In addition,
by forcing financial firms to realize declines in
asset prices immediately, mark-to-market rules
might exacerbate a crisis by encouraging asset
sales when prices are already falling, leading to
further write-downs and financial losses.?9

The Group of Thirty (2009, p. 46) calls for
applying “more realistic” accounting guidelines
to less-liquid assets and distressed markets but
is generally supportive of fair value accounting.
Similarly, Brunnermeier et al. (2009, pp. 36-37)
advocate a “mark-to-funding” approach to fair
value accounting in which the value of an asset
is tied to the funding of that asset. For example,
if an asset that matures in 20 years is financed

2% Blanchard (2008) compares the current financial crisis with
nineteenth-century bank runs. He points out that the opacity of
the mortgage-backed assets has served to amplify the financial
crisis by making those assets particularly difficult to value, lower-
ing their resale price, and increasing uncertainly about financial
firms’ solvency. Similarly, the high degree of leverage of financial
institutions increases the probability that any losses will lead to
insolvency.
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with debt that matures in 30 days, the asset should
be valued at the expected price of the asset in 30
days. Of course, calculating expected future prices
in any reasonable way is difficult and the authors
acknowledge that their scheme would give firms
some discretion over the valuation of their assets.
However, they argue that it would more accurately
relate the value of assets to funding risks.

CONCLUSION

The recent financial crisis has claimed many
victims. Several prominent firms, including Bear
Stearns, Lehman Brothers, AIG, Fannie Mae, and
Freddie Mac, have gone bankrupt or required
government intervention to prevent their failure.
When the U.S. Treasury Department and the
Federal Reserve intervened to prevent a failure,
their goal was to protect the financial system—
and the economy—from systemic risk.

Financial firms are much more susceptible
to systemic risk than nonfinancial firms because
financial firms are typically highly interconnected
with one another, highly leveraged, and tend to
use short-term debt to finance their holdings of
long-term, relatively illiquid assets. In the recent
crisis, the possible failure of counterparties in
complex transactions created systemic risk.

Financial firms are cognizant of systemic
risk and traditionally have tried to reduce their
vulnerability to it by participating in clearing-
houses or trading through financial exchanges.
Nevertheless, because firms do not bear all the
costs of their own failure, government has a role
to play in limiting systemic risk in the financial
system to protect the broader economy. Analysts
have proposed regulatory reforms to reduce the
danger from systemic risk in the future. In par-
ticular, some advocate the creation of a powerful
macroprudential regulator that considers a firm’s
impact on the stability of the entire financial sys-
tem. Other ideas for reducing systemic risk include
limiting the use of leverage and short-term debt
and revising market value accounting rules.

It is too soon to fully determine the causes of
the recent financial crisis. Asset price booms
and busts that impair the financial system and
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the entire economy have occurred before. How-
ever, the complex nature of recently developed
financial instruments has transmitted the conse-
quences of the housing bust to the entire financial
system and, ultimately, to the overall economy.
Accordingly, many analysts favor measures to
increase the use of organized exchanges for trad-
ing derivatives.

An improved regime for resolving large insol-
vent financial firms would limit systemic risk
and excessive risk-taking. When the government
has intervened to protect the economy from the
failure of a large systemically important finan-
cial firm, the shareholders of these firms usually
received little or no value for their equity and
their senior managers were dismissed or subject
to compensation limits. However, bondholders
doubtless received more compensation than they
would have in the absence of government interven-
tion. A legal reform that permits rapid resolution
of failing financial firms, including appropriate
reductions in payments to bondholders, would
help to create incentives for bondholders to be
mindful of the risk of their investments. This, in
turn, would discourage excessive risk-taking by
increasing the borrowing costs for risky firms.
The economy could benefit from reforms that
reduce the risks to the financial system imposed
by firms that are “too big to fail.”
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Can the Term Spread Predict Output Growth
and Recessions? A Survey of the Literature

David C. Wheelock and Mark E. Wohar

This article surveys recent research on the usefulness of the term spread (i.e., the difference
between the yields on long-term and short-term Treasury securities) for predicting changes in
economic activity. Most studies use linear regression techniques to forecast changes in output
or dichotomous choice models to forecast recessions. Others use time-varying parameter models,
such as Markov-switching models and smooth transition models, to account for structural changes
or other nonlinearities. Many studies find that the term spread predicts output growth and reces-

sions up to one year in advance, but several also find its usefulness varies across countries and
over time. In particular, many studies find that the ability of the term spread to forecast output
growth has diminished in recent years, although it remains a reliable predictor of recessions.

(JEL C53, E37, E43)

Federal Reserve Bank of St. Louis Review, September/October 2009, 91(5, Part 1), pp. 419-40.

nformation about a country’s future eco-

nomic activity is important to consumers,

investors, and policymakers. Since Kessel

(1965) first discussed how the term struc-
ture of interest rates varies with the business
cycle, many studies have examined whether the
term structure is useful for predicting various
measures of economic activity. The term spread
(the difference between the yields on long-term
and short-term Treasury securities) has been
found useful for forecasting such variables as
output growth, inflation, industrial production,
consumption, and recessions, and the ability
of the spread to predict economic activity has
become something of a “stylized fact” among
macroeconomists.

This article surveys recent research investi-
gating the ability of the term spread to forecast
output growth and recessions.! The article briefly
discusses theoretical explanations for why the

spread might predict future economic activity and
then surveys empirical studies that investigate
how well the spread predicts output growth and
recessions. The survey describes the data and
methods used in various studies to investigate
the predictive power of the term spread, as well
as key findings. In general, the literature has not
reached a consensus about how well the term
spread predicts output growth. Although many
studies do find that the spread predicts output
growth at one-year horizons, studies also find
considerable variation across countries and over
time. In particular, many studies find that the abil-
ity of the spread to forecast output growth has
declined since the mid-1980s. The empirical lit-
erature provides more consistent evidence that

1 Surveys of the older literature include Berk (1998), Dotsey (1998),
Estrella and Hardouvelis (1991), Plosser and Rouwenhorst (1994),
and Stock and Watson (2003). Stock and Watson (2003) also survey
research on the usefulness of asset prices for forecasting inflation.
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Figure 1

U.S. Term Spread and Recessions
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NOTE: The term spread is calculated as the difference between the yields on 10-year and 3-month Treasury securities. The shaded
areas denote recessions as determined by the National Bureau of Economic Research.

the term spread is useful for predicting recessions.
Furthermore, the relationship appears robust to
the inclusion of other variables and nonlinearities
in the forecasting model.

A LOOK AT THE DATA

Yields on long-term securities typically exceed
those on otherwise comparable short-term secu-
rities, reflecting the preference of most investors
to hold instruments with shorter maturities.
Hence, the yield curve, which is a plot of the
yields on otherwise comparable securities of dif-
ferent maturities, is typically upward sloping.
Analysts have long noted, however, that most
recessions are preceded by a sharp decline in the
slope of the yield curve and frequently by an inver-
sion of the yield curve (i.e., by short-term yields
rising above those on long-term securities).

420 SEPTEMBER/OCTOBER, PART 1 2009

Figure 1 shows the difference between the
yields on 10-year and 3-month U.S. Treasury secu-
rities for 1953-2008. The shaded regions indicate
recession periods as defined by the National
Bureau of Economic Research.? As Figure 1 shows,
every U.S. recession since 1953 was preceded by
a large decline in the yield on 10-year Treasury
securities relative to the yield on 3-month Treasury
securities, and several recessions were preceded
by an inversion of the yield curve. Moreover, the
only occasion when the 3-month Treasury security
yield exceeded the (constant-maturity) 10-year
Treasury yield without a subsequent recession
was in December 1966.

Similar data for Germany and the United
Kingdom are shown in Figures 2 and 3, respec-

2 National Bureau of Economic Research, “Information on
Recessions and Recoveries, the NBER Business Cycle Dating
Committee, and Related Topics”; www.nber.org/cycles/main.html.
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Figure 2

German Term Spread and Recessions
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NOTE: The term spread is calculated as the difference between the yields on 10-year and 3-month Treasury securities. The shaded
areas denote recessions as determined by the Economic Cycle Research Institute.

tively. Germany experienced recessions beginning
in 1966, 1974, 1980, 1991, 2000, and 2008. All
but the 1966 recession were preceded by a sharp
decline in long-term Treasury security yields rela-
tive to short-term yields that resulted in a flat or
inverted yield curve. The only inversion that was
not followed by a recession occurred in 1970.
The United Kingdom experienced recessions
beginning in 1974, 1979, 1990, and 2008. All were
preceded by or coincided with a yield curve
inversion. However, large inversions in 1985
and 1997-98 were not followed by recessions.?
Table 1 summarizes additional information
about the association between the term spread
and economic activity. The table presents corre-
lations between the term spread (measured as a

Recession dates for Germany and the United Kingdom are from
the Economic Cycle Research Institute, as reported by Haver
Analytics. Interest rate data for Germany and the United Kingdom
are from Global Insight.

FEDERAL RESERVE BANK OF ST. LOUIS REVIEW

quarterly average of monthly observations) and
the year-over-year percentage change in real gross
domestic product (GDP) for the United States,
Germany, and the United Kingdom. The table
presents the contemporaneous correlation between
the two variables, as well as correlations at vari-
ous leads and lags of the term spread relative to
GDP growth. The top panel of the table reports
correlations between GDP growth in one quarter
and the term spread in the same quarter (¢) and
in six preceding quarters (¢ —1 and so on). The
bottom panel reports the correlations between
GDP growth in one quarter and the term spread
in the same quarter and in the six subsequent
quarters (f +1 and so on).

The contemporaneous correlation between
GDP growth and the term spread is not statistically
different from zero for any of the three countries
(column 1 in Table 1). By contrast, the correlations
between GDP growth and the term spread lagged
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Figure 3

U.K. Term Spread and Recessions

Percent
8 -

29

2+

-6 v v v
1963 1968 1973 1978 1983

1988 1993 1998 2003 2008

Spread Between 10-Year Government Bond Yield and 3-Month Treasury Bill Yield

NOTE: The term spread is calculated as the difference between the yields on 10-year and 3-month Treasury securities. The shaded
areas denote recessions as determined by the Economic Cycle Research Institute.

from one to six quarters are uniformly positive
and statistically significant (indicated by p-values
of 0.10 or less) for all three countries, except for
the correlation between U.S. GDP growth and
the term spread lagged by one quarter. Thus, the
correlations indicate that, in general, the higher
the yield on 10-year Treasury securities relative to
the yield on 3-month Treasury securities—that is,
the more steeply sloped the yield curve—the
higher the rate of future GDP growth. Similarly,
the less steeply sloped the yield curve, the lower
the subsequent rate of GDP growth.

The correlations between current GDP growth
and future term spreads shown in the lower panel
are negative and for the most part statistically sig-
nificant for all three countries. Thus, a higher GDP
growth rate in one quarter is associated with a less
steeply sloped yield curve in subsequent quarters.

As discussed in more detail in the following
section, the pattern of positive correlation between
current GDP growth and lagged term spreads and

422 SEPTEMBER/OCTOBER, PART 1 2009

negative correlation between current GDP growth
and future term spreads is consistent with more
than one explanation of the relationship between
the yield curve and output growth. Further,
although the unconditional correlation between
output growth and the term spread is high, the
correlation might reflect the influence of some
other variable, in which case the term spread
would not forecast output growth if that other
influence is included in the forecasting model.
After discussing why the term spread might fore-
cast economic activity in the next section, we
review empirical research on the usefulness of
the term spread for forecasting output growth
and recessions in subsequent sections.

WHY MIGHT THE TERM SPREAD
FORECAST ECONOMIC ACTIVITY?

Although many empirical studies find that
the term spread predicts future economic activity,

FEDERAL RESERVE BANK OF ST. LOUIS REVIEW
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Table 1

Correlation of GDP Growth and Lagged and Future Term Spreads by Country

Lagged term spread

Term
t (t-1) (t-2) (t-3) (t-4) (t-5) (t-6)
United States —0.0449 0.0999 0.2557 0.3605 0.4141 0.3957 0.3196
(0.5047) (0.1379) (0.0001) (0.0001) (0.0001) (0.0001) (0.0001)
Germany —0.0003 0.1641 0.2991 0.3689 0.3845 0.3649 0.3421
(0.9970) (0.0455) (0.0002) (0.0001) (0.0001) (0.0001) (0.0001)
United Kingdom 0.0723 0.1816 0.2486 0.3025 0.3379 0.3166 0.2607
(0.3319) (0.0144) (0.0008) (0.0001) (0.0001) (0.0001) (0.0005)
Future term spread
Term
t t+1 (t+2) (t+3) (t+4) (t + 5) (t+ 6)
United States -0.0449 -0.1428 -0.2374 -0.2994 -0.3372 —0.3538 -0.3421
(0.5047) (0.0335) (0.0004) (0.0001) (0.0001) (0.0001) (0.0001)
Germany —0.0003 -0.1722 -0.3414 —0.4424 —0.4548 —0.4545 -0.4110
(0.9970) (0.0357) (0.0001) (0.0001) (0.0001) (0.0001) (0.0001)
United Kingdom 0.0723 —0.0364 -0.1366 -0.2116 -0.2306 -0.2204 -0.2261
(0.3319) (0.6244) (0.0652) (0.0040) (0.0017) (0.0001) (0.0021)

NOTE: U.S. data are for 1953:Q1-2008:Q4; German data are for 1973:Q1-2008:Q2 (West Germany, 1973-1991); U.K. data are for

1958:Q1-2008:Q2. Numbers in parentheses represent p-values.

there is no universally agreed-upon theory as to
why a relationship between the term spread and
economic activity should exist. To a large extent,
the usefulness of the spread for forecasting eco-
nomic activity remains a “stylized fact in search
of a theory” (Benati and Goodhart, 2008, p. 1237).
The expectations hypothesis of the term struc-
ture is the foundation of many explanations of
the term spread’s usefulness in forecasting output
growth and recessions. The expectations hypothe-
sis holds that long-term interest rates equal the
sum of current and expected future short-term
interest rates plus a term premium. The term
premium explains why the yield curve usually
slopes upward—that is, why the yields on long-
term securities usually exceed those on short-term
securities. However, the yield curve flattens or
inverts—slopes downward—if the public expects
short-term interest rates to fall. In that case,
investors bid up the prices of longer-term securi-

FEDERAL RESERVE BANK OF ST. LOUIS REVIEW

ties, which causes their yields to fall relative to
current yields on short-term securities.

Many studies attribute the apparent ability
of the term spread to forecast economic activity
to actions by monetary authorities to stabilize
output growth. For example, monetary policy
tightening causes both short- and long-term inter-
est rates to rise. Short-term rates are likely to rise
more than long-term rates, however, if policy is
expected to ease once economic activity slows or
inflation declines. Hence, a policy tightening is
likely to cause the yield curve to flatten or possi-
bly invert. Monetary policy explanations usually
have been stated with little underlying theory.
However, as noted by Feroli (2004), Estrella (2005),
and Estrella and Trubin (2006), the extent to which

4 For example, Estrella and Hardouvelis (1991) and Berk (1998)
refer to simple dynamic IS-LM models but do not explicitly derive
testable hypotheses from those models (see also Bernanke and
Blinder, 1992; Dueker, 1997; and Dotsey, 1998).
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the term spread is a good predictor of output
growth depends on the monetary authority’s policy
objectives and reaction function. For example, the
term spread forecasts output growth better the
more responsive the monetary authority is to
deviations of output growth from potential. The
spread forecasts less accurately if monetary
authorities concentrate exclusively on controlling
inflation. Further, changes in the relative respon-
siveness of the monetary authority to either output
growth or inflation could cause changes in the
ability of the term spread to forecast output growth.
In contrast to explanations that focus on mone-
tary policy, theories of intertemporal consumption
derive a relationship between the slope of the yield
curve and future economic activity explicitly
from the structure of the economy (e.g., Harvey,
1988; Hu, 1993). The central assumption of
Harvey (1988), for example, is that individuals
prefer stable consumption rather than high con-
sumption during periods of rising income and
low consumption when income is falling. Thus,
when consumers expect a recession one year in
the future, they will sell short-term financial
instruments and purchase one-year discount
bonds to obtain income during the recession year.
As a result the term structure flattens or inverts.>
The theoretical implications of consumption-
smoothing models apply to the real term structure,
that is, the term structure adjusted for expected
inflation. However, much of the empirical evi-
dence on the information content of the term
structure pertains to the nominal term structure.
The consistency of the empirical evidence link-
ing the nominal yield curve to changes in output
with the theoretical relationship depends on the
persistence of inflation. If inflation were a random
walk, implying that shocks to inflation are per-
manent, then inflation shocks would have no
impact on the slope of the nominal yield curve
because expected inflation would change by an
identical amount at all horizons. However, if infla-

Rendu de Lint and Stolin (2003) study the relationship between
the term structure and output growth in a dynamic equilibrium
asset pricing model. They find that the term spread predicts
future consumption and output growth at long horizons in a sto-
chastic endowment economy model augmented with endogenous
production.
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tion has little persistence, an inflation shock will
affect near-term expected inflation more than long-
term expected inflation, causing the slope of the
nominal yield curve to change. Hence, the extent
to which changes in the slope of the nominal
yield curve reflect changes in the real yield curve
depends on the persistence of inflation which,
in turn, reflects the underlying monetary regime.5

Much of the empirical literature has focused
on estimating the precision with which the term
spread forecasts economic activity, rather than on
attempting to discriminate between the monetary
policy and consumption-smoothing explanations.
Laurent (1988, 1989) argues that the yield curve
reflects the stance of monetary policy and finds
that the term spread predicts changes in the
growth rate of real GDP. On the other hand, several
studies find that the term spread has significant
predictive power for economic growth indepen-
dent of the information contained in measures of
current and future monetary policy, suggesting
that monetary policy alone cannot explain all of
the observed relationship (see, e.g., Estrella and
Hardouvelis, 1991; Plosser and Rouwenhorst,
1994; Estrella and Mishkin, 1997; Benati and
Goodhart, 2008).

Harvey (1988) and Rendu de Lint and Stolin
(2003) offer support for the consumption-
smoothing explanation by showing that the slope
of the yield curve is useful for forecasting both
consumption and output growth. Benati and
Goodhart (2008), however, find that changes over
time in the marginal predictive content of the
nominal term spread for output growth do not
match changes in inflation persistence, which
they argue is evidence against the consumption-
smoothing explanation.

Several studies find that the spread has fore-
cast output growth less accurately since the mid-
1980s, which some attribute to greater stability
of output growth and other key macroeconomic
data (e.g., D’Agostino, Giannone, and Surico, 2006).
It remains to be seen how incorporating data for

® Under fiat monetary regimes, inflation has tended to be highly
persistent. However, inflation tends to exhibit little persistence
under metallic and inflation-targeting regimes (see, e.g., Shiller
and Siegel, 1977; Barsky, 1987; Bordo and Schwartz, 1999; and
Benati, 2006, 2008).
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the recession that began in 2007 affects the per-

formance of forecasting models that use the term
spread to predict economic activity and whether
the additional information sheds light on alterna-
tive explanations for the forecasting relationship.

DOES THE TERM SPREAD
FORECAST OUTPUT GROWTH?

Numerous studies using a wide variety of
data and methods investigate how well the term
spread forecasts output growth. Although many
studies use post-World War II U.S. data, several
recent studies investigate how well the term
spread predicts future economic activity using
data from other countries or time periods. Such
efforts can indicate whether the association
between the term spread and output growth is an
artifact of the postwar U.S. experience and shed
light on the validity of alternative explanations for
why the spread might forecast economic activity.
Our survey focuses primarily on the literature pub-
lished or written since the mid-1990s. However,
we briefly discuss some earlier studies to set the
stage for a more detailed discussion of recent work.

Much of the evidence on the accuracy of the
term spread in forecasting output growth comes
from the estimation of linear models, such as the
following linear regression, or some variant of it:

(1) AY, = o+ BSpread +y(L)AY,_, +&,

where AY, is the growth rate of output (e.g., real
GDP); Spread is the difference between the yields
on long-term and short-term Treasury securities;
y(L) is a lagged polynomial, typically of length
four (current and three lags, assuming quarterly
data);” and ¢, is an error term.

Laurent (1988), Harvey (1988, 1989), and
Estrella and Hardouvelis (1991) were among the
first to present empirical evidence on the strength
of the relationship between the term spread and
output growth using U.S. data. Harvey (1989), for
example, finds that the spread between the yields
on 5-year and 3-month U.S. Treasury securities
predicts real gross national product growth from

7 For example, y(L) = y,L' + y,L? + y,L3 + y,L* where LAY, = AY,_,.
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1 to 5 quarters ahead. Similarly, Estrella and
Hardouvelis (1991) find that the spread between
yields on 10-year and 3-month Treasury securities
is useful for forecasting U.S. output growth and
recessions, as well as consumption and invest-
ment, especially at 4- to 6-quarter horizons.

Evidence from Outside the United States

Although the earliest studies were based on
U.S. data, several others have explored the useful-
ness of the spread for forecasting output growth
using data from other countries. Often these stud-
ies show considerable variation across countries
in how well the spread forecasts output growth.
For example, Plosser and Rouwenhorst (1994)
find that term spreads are useful for predicting
GDP growth in Canada and Germany, as well as
the United States, but not in France or the United
Kingdom. Plosser and Rouwenhorst (1994) also
find that foreign term spreads help predict future
changes in output in individual countries.

Davis and Fagan (1997) find that the term
spread has statistically significant within-sample
explanatory power for output growth in six of nine
European Union countries, but that the spread
improves out-of-sample forecasts and satisfies
conditions for statistical significance and stability
in only three countries (Belgium, Denmark, and
the United Kingdom). A related study by Berk
and van Bergeijk (2001) examines 12 euro-area
countries over the period 1970-98 and finds that
the term spread contains only limited information
about future output growth.

Several studies examine whether the term
spread contains information about future output
growth in Japan. Harvey (1991) finds that the
spread contains no information about future
economic activity in Japan for the period 1970-89.
By contrast, Hu (1993) finds a positive correlation
between the term spread and future economic
activity in Japan for the period from January 1957 to
April 1991, but that lagged changes in stock prices
and output growth have more explanatory power
than the term spread. Kim and Limpaphayom
(1997) argue that heavy regulation prevented
interest rates from reflecting market expectations
before 1984. Their study finds that the spread is
useful for predicting output growth up to five
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quarters ahead during 1984-91 (see also Nakaota,
2005).

Evidence from Multivariate Models

Several studies examine the marginal predic-
tive content of the term spread in models that
also include other explanatory variables. Estrella
and Hardouvelis (1991), Plosser and Rouwenhorst
(1994), Estrella and Mishkin (1997), Hamilton and
Kim (2002), and Feroli (2004) are among several
studies that find the term spread has significant
predictive power for economic growth even when
a short-term interest rate or other measure of the
stance of monetary policy is included as an addi-
tional explanatory variable. These results suggest
that monetary policy alone does not explain why
the term spread predicts output growth. However,
Stock and Watson (2003) show that including
other explanatory variables does not improve
forecasts obtained from a bivariate model of the
term spread and output growth.®

Aretz and Peel (2008) include both the term
spread and professional forecasts in a model of
output growth and find that both variables indi-
vidually forecast real GDP growth and that the
term spread contains information not captured
by professional forecasts. However, Aretz and
Peel (2008) find that the term spread contributes
no information beyond that in the professional
forecasts in models that assume that forecasters’
loss functions become more skewed as the fore-
cast horizon lengthens.

Hamilton and Kim (2002) note that (i) the
term spread consists of an expected interest rate
component and a term premium component and
(ii) determining the relative usefulness of one or
the other component for forecasting output growth
could help distinguish among alternative hypothe-
ses for why the term spread predicts output
growth. Hamilton and Kim (2002) find that the
expected change in the short-term interest rate
and the time-varying term premium both con-
tribute to forecasts of real GDP growth up to eight

quarters ahead. However, expected changes in
short-term rates explain significantly more of
the output growth than does the term premium.
Hence, the most important reason that an inverted
yield curve predicts slower output growth in the
future is that a low term spread implies falling
future short-term interest rates, rather than, say,
an increase in the term premium associated with
higher interest rate volatility near the end of eco-
nomic expansions.

Recent Research on the Stability of the
Forecasting Relationship

Table 2 summarizes the methods and principal
findings of several recent studies of the ability of
the term spread to forecast output growth. Much
of the research during the past decade focuses on
the stability of the forecasting relationship over
time. Several studies find that the spread has been
less useful for forecasting output growth since
the mid-1980s, at least for the United States.® For
example, Dotsey (1998) finds that the spread fore-
casts cumulative output growth up to two years in
the future, but does so less accurately for 1985-97
than for earlier years. Further, Dotsey (1998) finds
that the spread forecasts less accurately when past
values of output growth and short-term interest
rates are included in the forecasting model and
contributes no information to forecasts for the
1985-97 period.

Estrella, Rodrigues, and Schich (2003) test
for unknown breakpoints in the in-sample fore-
casting relationship between the term spread and
output growth using data for the United States
and Germany. Although the study detects a gener-
ally strong relationship between the term spread
and output growth one year in the future for both
countries, it identifies a break in September 1983
for the United States using models with one-year
forecast-horizons. Estrella, Rodrigues, and Schich
(2003), however, detect no breaks in longer-horizon
forecasting models for the United States or in
short- or long-horizon models estimated using
data for Germany.

8 Similarly, Cozier and Tkacz (1994) and Hamilton and Kim (2002)

find that the spread predicts future changes in output growth in
forecasting models that include the output gap and changes in the
price of oil, respectively, as an explanatory variable.
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9 In addition to the studies summarized in Table 2, other studies

that find a break in the forecasting relationship in the mid-1980s
include Haubrich and Dombrosky (1996), Estrella and Mishkin
(1997), and Smets and Tsatsaronis (1997).
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Stock and Watson (2003) examine the stability
of the forecasting relationship between the term
spread and output growth for the United States
and other countries and consider both in-sample
and out-of-sample forecasts. Like prior studies,
Stock and Watson (2003) find that the term spread
forecasts U.S. output growth less accurately after
1985. The study also finds that the spread fore-
casts output less accurately during 1985-99 than
a simple autoregressive model.

A recent study by Giacomini and Rossi (2006)
reexamines the forecasting performance of the
yield curve for output growth using forecast
breakdown tests developed by Giacomini and
Rossi (2009). Giacomini and Rossi (2006) show
that output growth models are characterized by a
breakdown of predictability. In particular, they
find strong evidence of forecast breakdowns at the
one-year horizon during 1974-76 and 1979-87.

Several studies that find diminished perfor-
mance of the term spread forecasts of output
growth in recent years point to the increased
stability of output growth and other macroeco-
nomic variables since the mid-1980s (at least until
2007) as a possible reason for the apparent change.
As noted previously, a change in the relative
responsiveness of monetary policy to output
growth and inflation could affect how well the
term spread predicts output growth. Bordo and
Haubrich (2004, 2008) investigate the ability of
the term spread to forecast U.S. output growth
across different monetary regimes from 1875 to
1997. The authors examine periods distinguished
by major changes in the monetary and interest
rate environment, including the founding of the
Federal Reserve System in 1914, World War II, the
Treasury-Fed Accord of 1951, and the closing of
the U.S. gold window and collapse of the Bretton
Woods system in 1971. Bordo and Haubrich
(2004, 2008) find that the term spread improves
the forecast of output growth, as indicated by the
mean squared forecast error, in three of the nine
subperiods they consider: (i) the period preceding
the establishment of the Federal Reserve System
(1875-1913), (ii) the first 13 years after the collapse
of the Bretton Woods system (1971-84), and, to a
lesser extent, (iii) the 1985-97 period.1? The term
spread does not improve forecasts of output

430 SEPTEMBER/OCTOBER, PART 1 2009

growth during the interwar period or the Bretton
Woods era that followed World War II.

Bordo and Haubrich (2004, 2008) find that
the term spread tends to forecast output growth
better during periods when the persistence of
inflation was relatively high, such as the first 13
years after the collapse of the Bretton Woods sys-
tem. In such periods, inflation shocks increase
both short- and long-term interest rates and thus
do not affect the slope of the yield curve. Real
shocks that are expected to be temporary, however,
increase short-term rates by more than long-term
rates and signal a future downturn in economic
activity. Bordo and Haubrich (2004, 2008) find
that the term spread forecasts output growth less
accurately when inflation persistence is relatively
low, as it was during the interwar period and the
Bretton Woods era. In such periods, both inflation
and real shocks increase short-term interest rates
more than long-term rates. Bordo and Haubrich
argue, however, that only real shocks are likely
to affect future output growth and, hence, the
lower the persistence of inflation, the noisier the
signal produced by the term spread about future
output growth.

Benati and Goodhart (2008) extend the work
of Bordo and Haubrich (2004, 2008) by (i) consid-
ering the marginal predictive content of the term
spread for forecasting output growth in a multi-
variate model and (ii) attempting to date more
precisely changes in the marginal predictive con-
tent of the spread over time. Whereas Bordo and
Haubrich (2004, 2008) estimate bivariate regres-
sion models similar to equation (1), Benati and
Goodhart (2008) estimate Bayesian time-varying
parameter vector autoregressions (VARs).

Benati and Goodhart (2008) find that the term
spread forecasts U.S. output growth better during
the 1880s and 1890s than during the first two
decades of the twentieth century. Further, like
Bordo and Haubrich (2004, 2008), Benati and
Goodhart (2008) find that the spread has almost
no predictive content for the interwar years or the

10 Bordo and Haubrich (2004, 2008) also estimate rolling regressions
with 24-quarter windows and find that the term spread predicts
output less accurately during the pre-Fed period than suggested by
their original estimates. However, their results for the post-Bretton
Woods era are robust to the use of rolling regressions.
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Bretton Woods era. In addition, the study finds
that the term spread contains significant predic-
tive information about output growth during
1979-87 but none for other postwar years. Benati
and Goodhart (2008) also find that estimates of
the marginal predictive content of the spread are
sensitive to whether a short-term interest rate and
inflation are included in the forecasting model,
and they find considerable variation in the mar-
ginal predictive content of the term spread over
time for other countries and for different forecast
horizons. Thus, like Bordo and Haubrich (2004,
2008), Benati and Goodhart (2008) find numerous
breaks in the relationship between the term spread
and future changes in output over time. However,
unlike Bordo and Haubrich (2004, 2008), the
breaks identified by Benati and Goodhart (2008)
are not clearly associated with changes in the
monetary regime or inflation persistence.

Evidence from Nonlinear Models

Much of the literature investigating the per-
formance of the term spread in forecasting output
growth relies on linear models. However, varia-
tion over time in the ability of the term spread
to forecast output growth suggests possible non-
linearities in the forecasting relationship and some
recent studies using data for the United States and
Canada find this to be the case. Further, researchers
are beginning to use models that capture such
nonlinearities. For example, Galbraith and Tkacz
(2000) find evidence of a threshold effect in the
relationship between the term spread and condi-
tional expectations of output growth for the United
States and Canada but not for other major devel-
oped countries. Specifically, the authors find a
large and statistically significant impact of the
term spread on conditional expectations of out-
put growth. However, the marginal effect that an
increase in the spread has on predicted output
growth is lower when the level of the term spread
rises above a certain point.

Shaaf (2000) and Tkacz (2001) use neural net-
work models to account for nonlinearity in the
relationship between the term spread and output
growth. Both studies find that this class of models
produces smaller forecast errors than linear
models. Venetis, Paya, and Peel (2003) use non-
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linear smooth transition models that can accom-
modate regime-type nonlinear behavior and
time-varying parameters to examine the predictive
power and stability of the term spread—output
growth relationship. Using data for the United
States, United Kingdom, and Canada, Venetis,
Paya, and Peel (2003) find that the term spread—
output growth relationship is stronger when past
values of the term spread do not exceed a positive
threshold value.!

Duarte, Venetis, and Paya (2005) use both
linear regression and nonlinear models to exam-
ine the predictive accuracy of the term spread—
output growth relationship among euro-area
countries. The authors find that linear indicator
and nonlinear threshold indicator models pre-
dict output growth well at four-quarter horizons
and that the term spread is a useful indicator of
future output growth and recessions in the euro
area. The linear models show signs of instability,
however, and the authors find evidence of signifi-
cant nonlinearities with respect to time and lagged
output growth. Further, the authors’ nonlinear
model outperforms their linear model in out-of-
sample forecasts of one-year-ahead output growth.

Ang, Piazzesi, and Wei (2006) point out that
the regressions typically used to investigate the
predictive content of the term spread are uncon-
strained, and the authors argue for a model that
treats both the term spread and output growth
as endogenous variables. Ang, Piazzesi, and Wei
(2006) build a dynamic model of GDP growth
and bond yields that completely characterizes
expectations of GDP growth. Using quarterly U.S.
data for 1952-2001, the authors find that, contrary
to previous research, the short-term interest rate
outperforms the term spread in forecasting real
GDP growth both in and out of sample and that
including the term spread does not significantly
improve forecasts of output growth.

In summary, the recent empirical literature
on the usefulness of the term spread for forecast-
ing output growth finds that the spread predicts
output growth less accurately in some countries
and some periods than in others. Notably, several

" For a discussion of smooth transition regression, see Granger and
Terédsvirta (1993) or Terédsvirta (1998).
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studies find that the term spread’s power to fore-
cast output has diminished since the mid-1980s.
Several recent studies find evidence of significant
nonlinearities, such as threshold effects, in the
empirical relationship between the term spread
and output growth.

DOES THE TERM SPREAD
FORECAST RECESSIONS?

As an alternative to using the term spread to
forecast output growth, many studies examine
the extent to which the term spread is useful for
forecasting the onset of recessions. Several of
those studies are summarized in Table 3.

Most recession-forecasting studies estimate a
probit model of the following type, in which the
dependent variable is a categorical variable set
equal to 1 for recession periods and to 0 otherwise:

(2) P(recession,)=F (o, + o, S, ),

where F indicates the cumulative normal distri-
bution function. If the coefficient o is statistically
significant, then the term spread, S,_,, is deemed
useful for forecasting a recession k periods ahead.

Models of the following form are often used
to test how well the spread predicts recessions
when additional explanatory variables are
included in the model:

(3)  P(recession,)=F (ot +0,S,_ +0,X, 1),

where X,_, is a vector of additional explanatory
variables. If ¢ is significant in equation (2) but
not in equation (3), then the ability of the spread
to predict recessions is not robust to the inclusion
of other variables.

Using probit estimation, Estrella and
Hardouvelis (1991) and Estrella and Mishkin
(1998) find that the term spread significantly out-
performs other financial and macroeconomic
variables in forecasting U.S. recessions. Estrella
and Hardouvelis (1991) show that the spread
between the yields on 10-year and 3-month
Treasury securities is a useful predictor of reces-
sions, as well as of future growth of output, con-
sumption, and investment. Estrella and Mishkin
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(1998) compare the ability of several financial
variables, including interest rates, interest rate
spreads, stock prices, and monetary aggregates, to
predict U.S. recessions out of sample. They find
that stock prices are useful for predicting reces-
sions at one- to three-quarter horizons but that
the term spread outperforms all other variables
beyond a one-quarter forecast horizon. Moreover,
based on U.S. data for 1955-98 and German data
for 1967-98, Estrella, Rodrigues, and Schich (2003)
find that models that use the term spread to pre-
dict recessions are more stable than forecasting
models for continuous variables, such as GDP
growth and industrial production.

The term spread appears useful for predicting
recessions in many countries. Using probit esti-
mation, Bernard and Gerlach (1998) find that the
term spread forecasts recessions up to two years
ahead in eight countries (Belgium, Canada, France,
Germany, Japan, the Netherlands, United Kingdom,
and United States) over the 1972-93 period. Simi-
larly, Moneta (2005) finds that the spread is useful
for predicting recession probabilities for the euro
area as a whole, as well as in individual countries.!?

Several studies test whether the term spread
remains useful for predicting recessions in multi-
variate forecasting models. For example, Dueker’s
(1997) probit model includes the change in an
index of leading economic indicators, real money
stock growth, the spread between the 6-month
commercial paper and Treasury bill rates, and the
percentage change in a stock price index, as well
as the difference in yields on 30-year Treasury
bonds and 3-month Treasury bills as a measure
of the term spread. Dueker (1997) finds that among
the variables, the term spread is the dominant
predictor of recessions at horizons beyond three
months.

Bernard and Gerlach (1998) include both an
index of leading indicators and foreign interest
rate term spreads in a recession-forecasting model.
The index of leading indicators contains infor-
mation beyond that in the term spreads, but the

2 Moneta (2005) examines the predictive power of 10 yield spreads,
representing different segments of the yield curve, and finds that
the spread between the yield on 10-year government bonds and
the 3-month interbank rate outperforms all other spreads in pre-
dicting recessions in the euro area.
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information is useful only for forecasting reces-
sions in the immediate future. Bernard and Gerlach
(1998) find that in addition to the domestic term
spread, the term spreads of Germany and the
United States are particularly useful for forecast-
ing recessions in Japan and the United Kingdom,
respectively.

Sensier et al. (2004) use logit models to pre-
dict recessions in four European countries. The
authors find that international data (in particular,
the U.S. index of leading indicators and short-term
interest rate) are useful for predicting business
cycles in the four countries. The domestic term
spread helps forecast recessions in Germany
when international variables are included in the
model, and short- and long-term interest rates
entered separately help forecast recessions in
France and the United Kingdom.

Wright (2006) confirms previous studies in
finding that the term spread is highly statistically
significant in a bivariate probit recession model
estimated on U.S. data for 1964-2005. However,
Wright (2006) also finds that a model that includes
both the federal funds rate and term spread fits
the data much better than the bivariate model
and provides superior out-of-sample recession
forecasts. Similarly, King, Levin, and Perli (2007)
find that a model that includes a corporate credit
spread produces superior in- and out-of-sample
recession forecasts compared with a model that
includes only the term spread. In addition, they
find that the multivariate model produces a
much lower incidence of false-positive recession
predictions.

Rosenberg and Maurer (2008) investigate
whether recession forecasts can be improved by
distinguishing between the interest rate expecta-
tions and term premium components of the term
spread. Their approach is similar to that of
Hamilton and Kim (2002) discussed previously.
If changes in the term premium distort the empiri-
cal relationship between the spread and reces-
sions, a model that isolates interest rate
expectations might yield superior recession fore-
casts. Rosenberg and Maurer (2008) find that the
expectations component is more useful for fore-
casting recessions than the term premium and
that only the coefficient on the expectations
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component is statistically significant in the pro-
bit model. Their study finds, however, that the
term spread and expectations component gener-
ally produce similar recession probability fore-
casts. Moreover, between August 2006 and May
2007, the term spread model predicted a signifi-
cantly higher recession probability than did the
expectations component model.

Several recent studies investigate nonlineari-
ties in recession-forecasting models. For example,
Dueker (1997) estimates a probit model with
Markov-switching coefficient variation and a
lagged dependent variable. He finds that allowing
for Markov-switching coefficient variation on the
term spread improves forecast accuracy, espe-
cially at longer horizons, while including the
lagged value of the recession indicator improves
the model’s fit and forecast accuracy, especially
at 3- to 12-month horizons. Further, Dueker (1997)
finds that the nonlinear model produces fewer
false warnings of recessions than a linear model.

Ahrens (2002) estimates a probit forecasting
model in which the term spread is assumed to
follow a two-state Markov process. Using data
for 1970-96 for eight countries among the
Organisation for Economic Co-operation and
Development (Canada, France, Germany, Italy,
Japan, the Netherlands, the United Kingdom,
and the United States), Ahrens (2002) finds that
the term spread is a reliable predictor of business
cycle peaks and troughs. Like Dueker (1997),
Ahrens (2002) finds that the regime-switching
framework produces more-accurate estimates of
recession probabilities.

Other studies that estimate augmented probit
(or logit) models, or compare results from probit
estimation with those obtained using other
methods, include Chauvet and Potter (2005),
Galvao (2006), and Dueker (2005).

Chauvet and Potter (2005) compare recession
forecasts obtained using four different probit
model specifications: (i) a time-invariant condi-
tionally independent version, (ii) a business
cycle—specific conditionally independent model,
(iii) a time-invariant probit model with autocor-
related errors, and (iv) a business cycle—specific
probit model with autocorrelated errors. Chauvet
and Potter (2005) find evidence in favor of the
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business cycle—specific probit model with auto-
correlated errors, which allows for multiple
structural breaks across business cycles and
autocorrelation.

Galvao (2006) estimates a recession-forecasting
model that accounts for time-varying nonlinearity
and structural breaks in the relationship between
the term spread and recessions. The author finds
that a model with time-varying thresholds pre-
dicts the timing of recessions better than models
with a constant threshold or that allow only a
structural break.

Finally, Dueker (2005) proposes a VAR
(“Qual-VAR”) model to forecast recessions using
data on the term spread, GDP growth, inflation,
and the federal funds rate. He finds that the model
fits well in sample and accurately forecasts the
2001 recession out of sample.

In summary, most empirical research to date
finds that the term spread is useful for forecasting
recessions—both for the United States and other
countries—and that the spread predicts recessions
more reliably than it does output growth. However,
a few studies find that multivariate models that
include other financial indicators besides the term
spread improve recession-forecasting performance,
as do models that account for threshold effects
or other nonlinearities in the empirical relation-
ship between the term spread and recessions.

CONCLUSION

The literature on the relationship between
the yield curve and economic activity is large
and expanding rapidly. Much of the literature
examines empirically how well the term spread
forecasts output growth or recessions, with less
emphasis on why the yield curve predicts eco-
nomic activity. To a great extent, the observation
that changes in the slope of the yield curve appear
to forecast changes in economic activity remains,
as Benati and Goodhart (2008, p. 1237) contend,
“a stylized fact in search of a theory.”

Does the yield spread forecast output growth?
Does it forecast recessions? The answer to both
questions is a qualified “yes.” Early studies based
on estimation of linear forecasting models using

436 SEPTEMBER/OCTOBER, PART 1 2009

postwar U.S. data, as well as several recent studies,
find that the term spread forecasts output growth
well. Much research finds that the term spread is
useful for forecasting output growth, especially
at horizons of 6 to 12 months, and that the term
spread remains useful even if other variables,
including measures of monetary policy, are added
to the forecasting model. However, several recent
studies also find considerable variation in the
ability of the spread to forecast output growth
across countries and time periods. In particular,
several studies find that the spread’s ability to
predict output growth has diminished since the
mid-1980s. The literature also provides consid-
erable evidence of nonlinearities and structural
breaks in the relationship between the term spread
and output growth.

In general, studies show that the term spread
is a more reliable predictor of recessions than of
output growth and that the spread provides good
recession forecasts, especially up to one year
ahead. Researchers generally obtain superior fore-
casting performance from (i) probit models that
include a lagged recession indicator and Markov-
switching coefficients or other nonlinearities and
(ii) other nonlinear approaches, such as smooth
transition regression and multivariate adaptive
regression splines estimation.

The literature has not reached a consensus
regarding the reasons for structural breaks or non-
linearities in the empirical relationship between
the term spread and future economic activity.
Several studies note that the relationship between
the nominal yield curve and future economic
activity is likely to depend on the nature of the
monetary regime, including the relative respon-
siveness of the monetary authority to output and
inflation. For example, the term spread is likely
to forecast output growth better when the mone-
tary authority is more responsive to output than
inflation and when inflation is relatively persis-
tent. Further estimation refinements, as well as
additional research based on dynamic structural
models (Ang, Piazzesi, and Wei, 2006), might
provide insights into the interactions among the
policy regime, financial variables, and output
growth that help explain the questions posed by
the empirical literature.
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Mexico’s Integration into NAFTA Markets:
A View from Sectoral Real Exchange Rates

Rodolphe Blavy and Luciana Juvenal

The authors use a threshold autoregressive model to confirm the presence of nonlinearities in
sectoral real exchange rate dynamics across Mexico, Canada, and the United States for the periods
before and after the North American Free Trade Agreement (NAFTA). Although trade liberalization
is associated with reduced transaction costs and lower relative price differentials among countries,
the authors find, by using estimated threshold bands, that Mexico still faces higher transaction
costs than its developed counterparts. Other determinants of transaction costs are distance and
nominal exchange rate volatility. The authors’ results show that the half-lives of sectoral real
exchange rate shocks, calculated by Monte Carlo integration, imply much faster adjustment in

the post-NAFTA period. (JEL F31, F36, F41)

Federal Reserve Bank of St. Louis Review, September/October 2009, 91(5, Part 1), pp. 441-64.

he analysis of relative price differen-

tials across countries and sectors offers

a way to evaluate the degree of market

integration. The law of one price (LOOP)
states that identical goods should sell for the
same price across countries when prices are
expressed in a common currency. Evidence has
shown, however, that prices of goods fail to fully
equalize between countries, indicating that mar-
kets are not perfectly integrated.

Prices of homogeneous goods tend to differ
across countries because the presence of transac-
tion costs—such as transport costs and (explicit
or implicit) trade barriers—limits price arbitrage.
The study of the LOOP among members of the
North American Free Trade Agreement (NAFTA)
is of particular interest because it allows an assess-
ment of whether regional trade liberalization
results in faster price convergence and smaller

price differentials across countries and in greater
market integration.

This paper focuses on three issues. First, we
assess the degree of market integration between
the United States, Mexico, and Canada by analyz-
ing the validity of the LOOP between the countries.
Second, we determine whether markets became
more integrated, with reduced transaction costs,
after the introduction of NAFTA. Finally, we
analyze whether transaction costs are related to
economic determinants.

Our study focuses on the role of transaction
costs in modeling deviations from the LOOP.
Several theoretical studies (see Dumas, 1992;
Sercu and Raman, 1995; and O’Connell, 1998)
show that because of transaction costs, it may not
be profitable to arbitrage away relative price dif-
ferences across countries when the marginal costs
of arbitrage exceed the marginal benefits. This
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situation generates a band of no trade where prices
in two locations fail to equalize. Outside this
threshold band, arbitrage is profitable and the
sectoral real exchange rate (SRER) can become
mean-reverting. This dynamic implies nonlinear-
ities in SRERs and is well captured by using a
threshold autoregressive (TAR) model for each
sectoral relative price (see Tong, 1990; and Hansen,
1996 and 1997). The TAR model allows for devia-
tions from the LOOP to exhibit unit root behavior
inside the threshold band and to become mean-
reverting outside the band. If there is no mean
reversion in the outer regime, relative prices fail
to equalize between countries—a sign of weak
market integration. In this way, the estimated
threshold bands provide a measure of transaction
costs.

The empirical methodology analyzes dynamics
in relative price adjustment and innovates by
taking the perspective of an emerging market—
Mexico.! Motivated by the previous literature,
we investigate the presence of threshold-type
nonlinearities in deviations from the LOOP by
comparing the monthly real U.S. dollar/Mexican
peso exchange rate, U.S. dollar/Canadian dollar
exchange rate, and monthly real Mexican peso/
Canadian dollar exchange rate over 1980-2006.

Nonlinearities are captured using a self-
exciting threshold autoregressive (SETAR) model.
More precisely, we estimate SETAR models for
each SRER for the pre- and post-NAFTA periods.
This estimation gives a measure of transaction
costs (threshold band) and the autoregressive
parameter outside the band. We determine whether
deviations from the LOOP show mean-reverting
properties by testing whether the nonlinear speci-
fication is superior to a nonstationary model for
each subsample. This requires testing whether
the autoregressive process outside the band is
significantly different from the random walk
observed inside the band. We also test whether
the threshold bands are significantly wider for
each SRER in the pre- and post-NAFTA periods,

1 There is now an established literature on the nonlinear behavior

of SERSs for developed markets (see Obstfeld and Taylor, 1997;
Imbs et al., 2003; Sarno, Taylor, and Chowdhury, 2004; and Juvenal
and Taylor, 2008).
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thus allowing assessment of whether NAFTA led
to higher market integration.

The results show that transaction costs are
larger for the Mexico-U.S. and Mexico-Canada
country pairs than for the Canada-U.S. pair, thus
suggesting a higher degree of market integration
between the United States and Canada. We also
find that NAFTA significantly reduced transaction
costs and price differentials between the United
States and Mexico, although this was not uniform
across sectors. Finally, our estimated transaction
costs are negatively related to trade liberalization,
commonly shared geographic borders, and lower
exchange rate volatility.

To measure the speed of mean reversion, we
use generalized impulse response functions to
compute the half-life of exchange rates, which is
the time it takes for 50 percent of the effect of a
shock to dissipate (see Koop, Pesaran, and Potter,
1996). We find that half-lives are substantially
reduced after the introduction of NAFTA, espe-
cially for the Mexico-U.S. country pair. This
implies that reduced arbitrage costs were accom-
panied by faster adjustments in price differentials.

The remainder of the paper is organized as
follows. The next section reviews theoretical
considerations on nonlinear dynamics in SRERs
and presents the corresponding econometric
methodology. The following sections first discuss
the results and then provide a battery of robustness
tests. The last section concludes.

NONLINEARITIES: MOTIVATION
AND EMPIRICAL FRAMEWORK

According to the LOOP, similar goods should
be priced the same across countries when prices
are expressed in a common currency. At the aggre-
gate level, the LOOP translates into purchasing
power parity. The LOOP is based on the assump-
tion of frictionless goods arbitrage—an environ-
ment in which there are no impediments to trade
or transaction costs that would prevent perfect
arbitrage.

Ample empirical evidence (Isard, 1977;
Richardson, 1978; and Giovannini, 1988) suggests
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that relative prices do not converge, or do so only
with a very long-term horizon, and that price dif-
ferentials are persistent. These studies also find
that relative price differentials are significant and
highly correlated with exchange rate movements.

One reason that prices of homogeneous com-
modities may not be the same across different
countries is the existence of transaction costs
arising from transport costs, tariffs, and nontariff
barriers.? A number of theoretical papers suggest
the importance of transport and trade barriers in
creating price differences between countries
(e.g., Dumas, 1992; Sercu and Raman, 1995; and
O’Connell, 1998). The models described in such
studies have incorporated different assumptions
regarding the nature of trade costs. Overall, price
differences driven by transaction costs can be
expressed as S'P{ = P{' + A;, where S’ is the nomi-
nal exchange rate between country i’s currency
and the reference country, P/ is the price of good
jin country i, Pf'is the price of good j in the refer-
ence country, and 4; is the marginal transaction
cost. In particular, A; shows the minimum price
difference that makes arbitrage profitable between
country 7 and the reference country. In the pres-
ence of perfectly competitive markets and constant
returns to scale technology and in the absence of
sellers’ pricing power, price differences that are
higher than the transaction costs will be arbitraged.
Thus,

ipi R
(1) ~A;<S'PI-Pf<A,

In this framework, transaction costs generate
two regimes: (i) when price differentials are
smaller than transaction costs, there is a regime
of no arbitrage described by equation (1) and (ii)
when price differences exceed transaction costs,
arbitrage is profitable and equation (1) does not
hold. This implies that price differentials behave
in a nonlinear fashion. Price differentials follow
a nonstationary process within the transaction
costs band (or threshold band), and outside the

Heckscher (1916) first pointed out the possibility of nonlinearities
in relative prices in the presence of trade frictions. In the case of
Mexico, Gonzalez and Rivadeneyra (2004) investigate the LOOP
between Mexican cities and provide empirical evidence that trans-
actions costs (including tariff and nontariff barriers) explain
departures from the LOOP.
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band they are mean reverting toward the band
because of arbitrage effects.

The condition expressed in equation (1) can
be written in terms of each SRER as

A, S'P A,
(2) 1-—f <—-<1+—7,
BETRE TR
where
Slf)jl
R
P;

is the SRER between country i’s currency and the
reference country for good i. Condition (2) implies
that transaction cost bands and nonlinearities are
both good-specific and country pair—specific.

Based on the previous theoretical framework,
a number of empirical studies analyze the non-
linear nature of deviations from the LOOP in terms
of a TAR model (e.g., Tong, 1990). The TAR model
allows for the presence of a threshold band within
which arbitrage is not profitable. Consequently,
deviations from the LOOP follow a unit root
process. Outside the band the process can become
mean-reverting.

Recent contributions that use this model to
analyze SRER dynamics of developed markets
include Obstfeld and Taylor (1997), Sarno, Taylor,
and Chowdhury (2004), Imbs et al. (2003), and
Juvenal and Taylor (2008). In particular, Obstfeld
and Taylor (1997), who used disaggregated data
on clothing, food, and fuel, find evidence of non-
linearities in a sample of 32 locations. Sarno et al.
(2004) provide support for nonlinear mean rever-
sion with considerable cross-country and sectoral
heterogeneity. They use annual price data inter-
polated into quarterly data for nine sectors and
quarterly data on five exchange rates vis-a-vis the
U.S. dollar. Juvenal and Taylor (2008) study the
presence of nonlinearities in deviations from the
LOQP for 19 sectors in 10 European countries and
find significant evidence of threshold adjustment
with transaction costs varying considerably across
sectors and countries.

Empirical Framework

Data. We use disaggregated monthly data on
consumer price indices (CPIs) for 18 sectors from

SEPTEMBER/OCTOBER, PART 1 2009 443



Blavy and Juvenal

January 1980 to December 2006 for Mexico, the
United States, and Canada. Data on CPIs were
obtained from the Bank of Mexico, the U.S.
Bureau of Labor Statistics, and Statistics Canada.
The sectors analyzed are bread, meat, fish, dairy,
fruits, veg (vegetables), nonalco (nonalcoholic
beverages), alco (alcoholic beverages), tobac
(tobacco), clothw (women’s clothing), clothm
(men’s clothing), foot (footwear), fuel, furniture,
medic (medication), vehicles, gasoline, and photo
(photographic equipment). Table 1 lists the sectors
analyzed in this study and the description of
the category for each country. Monthly nominal
exchange rates are period averages from Inter-
national Financial Statistics of the International
Monetary Fund.

Model. We model deviations from the LOOP
using a SETAR model for each sectoral exchange
rate to analyze the patterns in relative price
convergence. More precisely, we investigate the
presence of nonlinearities in deviations from the
LOOP using a threshold-type model with two
regimes.

Our model process involves four steps. First,
we estimate TAR models for each SRER. Second,
we explore the validity of the nonlinear threshold
model with respect to a null hypothesis of unit
root process. This allows us to test for the exis-
tence of some degree of price convergence as
opposed to no price convergence at all.3 Third,
when we find evidence that a nonlinear specifi-
cation is superior to a nonstationary model, we
determine whether price convergence is charac-
terized by an asymmetric threshold adjustment
consistent with arbitrage arguments. That is, we
test whether a nonlinear model fits the data better
than a stationary linear one. Finally, when we
find evidence of nonlinear price convergence in

% A failure to reject the unit root hypothesis implies that deviations

from the LOOP are a uniform unit root process and, thus, prices
in two locations are disconnected. This test allows identification
of any difference in the autoregressive parameters between the
inner band and the outer band regimes. This test is an important
addition to the methodology generally used in the literature. Earlier
studies directly test for nonlinearity with respect to a linear model
but do not determine whether the outer regime is nonstationary.
An exception is found in Peel and Taylor (2002), who present a
procedure to test for unit root to study covered interest parity. We
use the procedure developed by Enders and Granger (1998) to test
for the null hypothesis of nonstationarity against an alternative of
stationarity with threshold adjustment.
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the pre- and post-NAFTA periods, we determine
whether the size of the threshold band is equal
in both periods.

The existence of transaction costs, in the form
of transport costs or trade barriers, is one explana-
tion for the lack of price convergence. As described
previously, frictions to trade imply the presence
of significant nonlinearities in SRER dynamics.
That is, transaction costs generate a band in which
the marginal costs of arbitrage exceed the marginal
benefit. Within this band, there is a zone of no
trade and consequently prices in two locations fail
to equalize. Outside this band, arbitrage is profit-
able and the SRER can become mean-reverting.
Empirically, this pattern is described by a TAR
model, which was originally popularized by Balke
and Fomby (1997) in the context of testing for
purchasing power parity and the LOOP.

Let x}, be the deviation from the LOOP for a
sector j in country i at time ¢, defined as follows:

. ) . 2
(3) X}t :St1+p;'t_pjt’

where s! is the logarithm of the nominal exchange
rate between country i’s currency and the refer-
ence country, pj, is the logarithm of the price of
good jin country i at time ¢, and pﬁ is the logarithm
of the price of good j in the reference country at
time t.

A simple three-regime TAR model may be
written as

(4) Q;:t = O“J;:tfl +£§t if ‘q;:t—d‘ <K
(5) Q;:t = K(l - p)"’ pq;:t—l + €§t if q;:t—d >K
(6) Q;:t = _K(l - P) + Pq;c—l + E;Zt if Q;:t—d <-K

(7) £} ~N<0,GZ),

where gj, is the demeaned component of the rela-
tive price difference, x}, given by xj, = ¢j + g}, (g}
is estimated as an ordinary least squares [OLS]
residual), kis the threshold parameter,* and q}t_d
is the threshold variable for sector j and country i.

The parameter d accounts for the delay with

* Note that kis country and sector specific.
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Figure 1

Footwear Real Exchange Rate and Threshold Bands
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which economic agents react to real exchange
rate deviations.

Hereafter, we restrict the value of & to unity,
so that, inside the band, deviations from the
LOQOFP are persistent and follow a random walk.?
Outside the band, when | q]’:t_dl > K, the process
becomes mean-reverting as long as p < 1. The
model described is a TAR (1, 2, d), where 1 is the
autoregressive order, 2 is the number of thresholds,
and d is the delay parameter. Further, because
the threshold variable is assumed to be the lagged
dependent variable, the model is called SETAR
(1, 2, d) with the given parameters.

Figure 1 shows an example of the estimated
model. The graph contains the time series for g},
(solid line), which represents the demeaned real
exchange rate between Mexico and the United
States for the footwear sector and the estimated
k (dashed lines).

Estimation. Using indicator functions
1(q}_q > x) and 1(q},_gq < —K), which take the

5 This restriction is widely used in the literature; see Obstfeld and

Taylor (1997), Imbs et al. (2003), Sarno, Taylor, and Chowdhury
(2004), and Juvenal and Taylor (2008).
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value of 1 when the inequality is satisfied, the
model in equations (4) through (7) can be simpli-
fied to equation (8):

g} =[(p=1)gh-1 ) 1(gj-a >)

(8) , , ‘
+|:(P - 1)(‘1;’[—1 + K):Il(q;‘tfd < _K) +&j.

Note that the model in equation (8) is assumed
to be symmetric. Thus, deviations from the LOOP
outside the threshold band are the same regard-
less of whether prices are higher in the United
States or in another country. This specification
assumes that reversion is toward the edge of the
band.

Let us rewrite equation (8) as
(9) Agj, = B}, (k,d) T+ Ejs
where B]‘ft(ic,d )Y is a (1 x 2) row vector that describes
the behavior of Agj, in the outer regime and T"is
a (2 x 1) vector containing the autoregressive
parameters to be estimated. More precisely,

(10) Bj(x.d) = [X’l(q;:t_d > K') Y’1(q§t_d < —K)],

where
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X'= [qt—l _K]
Y’ = [qt_1 +K‘]
and
(11) r=[p-1 p-1].

The parameters of interest are T', x, and d. Equation
(8) is a regression equation nonlinear in parame-
ters that can be estimated using least squares. For
given values of kand d, the least-squares estimate
of I'is

f(K,d):
(12) rp 1. Nir 1.
(thjt(K',d)Bjt(K',d)) (EBﬂ(K,d)Aqﬁ),
with residuals
& (x.d)= g}, - B} (p.d) T(x.d),

and residual variance
A 1 I Aq 2
(13) GZ(K',d)=?ZS}t(K‘,d) .
t=1

Because the values of xand d are not given, they
should be estimated together with the autoregres-
sive parameter, p. Hansen (1997) suggests a
methodology to identify the model in equation (9)
that consists of the simultaneous estimation of «,
d, and p via a grid search over x and d. The model
is estimated by sequential least squares for values
of d from 1 to 6. The values of k and d that mini-
mize the sum of squared residuals are chosen. The
range for the grid search is selected to contain the
15th and 85th percentiles of the threshold vari-
able. This can be written as

(14) (12,&) =arg min 6°(k,d),
keO, de¥

where © =|[k,k].

A

The least-squares estimator of T'is I" =
with residuals

[(%,d)

& (#.d)=aq) - By (#.d) F(%.d)
and residual variance

FEDERAL RESERVE BANK OF ST. LOUIS REVIEW

Blavy and Juvenal

Ao A & 1 I Ai A C/‘i 2
()= Xéi(<d)

Testing Procedures. Before explaining the
results, it is important to determine whether the
TAR-type nonlinear model is superior when
tested against a unit root process and against a
linear AR(1) process. These tests require pre-
estimation of both the linear model under the
null hypothesis and the TAR model under the
alternative.

First, we determine whether the SETAR speci-
fication is superior to a unit root process for each
SRER using the Enders and Granger (1998) thresh-
old unit root test.® The method is a generalization
of the Dickey-Fuller test. The null hypothesis is

HY:p=1

against an alternative of stationarity with thresh-
old adjustment. This test allows identification of
any difference in the autoregressive parameters
between the inner and outer regimes. Its main
advantage is that it is generally more powerful
than the Dickey-Fuller test. A failure to reject the
unit root null hypothesis implies that the LOOP
does not hold and prices in two locations are dis-
connected. We interpret this as conveying that
transaction costs are so high that the entire series
are included within the threshold bands. Thus, the
inner and outer regimes cannot be distinguished.

When the unit root null hypothesis is rejected,
we continue with our analysis. Our second step
is to test a linear AR(1) specification against a non-
linear stationary SETAR. Let B be the autoregres-
sive parameter implied by the linear AR(1). The
linear null hypothesis is

HY :B=p.

% Other tests for the null hypothesis of the unit root against a non-

linear model have been proposed in the literature. Recent contri-
butions include Kapetanios and Shin (2006) and Bec, Guay, and
Guerre (2008). In particular, Kapetanios and Shin (2006) propose
a Wald statistic to test a unit root null hypothesis against a three-
regime SETAR process. Bec, Guay, and Guerre (2008) develop a
more general procedure that consists of an adaptive threshold
SupWald unit root test. We emphasize that the decision to use the
Enders and Granger (1998) test does not represent a criticism of
other methods. Overall, simulations have not provided evidence
in favor of one test or another and this analysis is beyond the scope
of our paper.
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When we find evidence of nonlinearities in
the pre- and post-NAFTA periods, we determine
whether the size of the threshold band is equal
in both periods. Let 7} be the threshold variable
in the post-NAFTA period and 6 be the thresh-
old variable in the pre-NAFTA period. The null
hypothesis is

C ., i_pi
Hy :7;=0;.

As noted in Hansen (1997), testing hypotheses
HP and HE is not straightforward. A statistical
problem is present because conventional tests
have asymptotic nonstandard distributions. To
overcome inference problems, the asymptotic
distribution of the conventional F-statistic must
be calculated using a Monte Carlo simulation.
Following Hansen (1997) and Peel and Taylor
(2002), if the errors are i.i.d., the null hypothesis
HP and Hf can be tested using the statistic

[ 6°-6%(x.d)
(15) FT(K’d)_T(—&Z(K,d) j

where Fis the F-statistic when xand d are
known, T'is the sample size, and 6*(x,d) and 6
are the unrestricted and restricted estimates of the
residual variance, respectively. Hence, 6%(x,d) is
obtained from the unconstrained nonlinear least-
squares estimation of equation (8) and 62 results
from the estimation of equation (8) with the
restriction to be tested imposed.

Because xand d are not identified under the
null hypothesis, the distribution of F(x,d) is not
a standard chi-square distribution. Hansen (1997)
shows that the asymptotic distribution of F;.(x,d)
may be approximated using the following boot-
strap procedure: (i) generate y]t,t =1,...,T from
ii.d. N(O 1) random draws; (ii) set q]t y]t, (iii)
using g}, for t=1,...,T, regress y}; on qj;_, and
estimate the restrlcted and unrestricted models
and obtain the residual variances 6 and 6 *(x,d),
respectively; (iv) with these residual variances,
it is possible to calculate the following F-statistic:

~x2  A%2
(16) F;<K,d):T[%M].

6% (x,d)

The bootstrap approximation to the asymptotic
p-value of the test is calculated by counting the
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number of bootstrap samples for which F,.(k,d)
exceeds the observed F (k,d).

ESTIMATION RESULTS

Testing for Nonlinearity

Tables 2A, 2B, and 2C show the results of the
estimation of the SETAR model for the Mexico-
U.S., Canada-U.S., and Mexico-Canada country
pairs, respectively. The first step consists of test-
ing the null hypothesis of a unit root using the
Enders and Granger (1998) threshold unit root test.
Essentially, this allows us to determine whether
the autoregressive process is the same outside
and inside the threshold band. A failure to reject
the null hypothesis implies that the SRER is non-
stationary and consequently prices in two loca-
tions are disconnected. Thus, the LOOP does not
hold. Our interpretation of such a case is that
transaction costs are so large that arbitrage is not
profitable and the threshold band is wide enough
to contain the entire time series of the SRER.

For the Mexico-U.S. country pair, the test
rejects the unit root null hypothesis in half of the
series for the pre-NAFTA period. By contrast, in
the post-NAFTA period nonstationarity is found
in four of the sectors. We interpret these results
as evidence that NAFTA has been associated with
greater integration between the United States and
Mexico.

The behavior of relative prices between
Mexico and Canada shows a similar pattern even
though the degree of market integration has not
improved as much in the post-NAFTA period as
in the case of the United States and Mexico.

The deviations from the LOOP in the Canada-
U.S. country pair show a different behavior. The
unit root null hypothesis is rejected in 73 percent
of the series in the pre-NAFTA period and in all
the series except one in the post-NAFTA period.
These results suggest that the Canadian and
American markets have been more closely inte-
grated, with a slight improvement with NAFTA.

To further test for the validity of the SETAR
model, the second step consists of testing whether
the nonlinear model is superior to a linear AR(1)
process applying the Hansen test described pre-
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viously. We conduct this test only for cases in
which the Enders and Granger (1998) test rejects
the unit root null hypothesis.” Our results show
that the outcomes of the Hansen test are in line
with those of the Enders and Granger (1998) test.
When the Enders and Granger test finds evidence
of threshold behavior, the Hansen test rejects the
linear null hypothesis.

A few sectoral-level points should be high-
lighted. For the Mexico-U.S. country pair, the
following sectors show evidence of unit root
behavior: bread, a low-cost subsidized food sector;
sectors subject to intervention through taxation,
such as alcoholic and nonalcoholic beverages;
and a sector with a high degree of differentiation,
such as furniture. Interestingly, nonstationary
behavior is found in sectors such as gasoline and
fuel, which are characterized by a high degree of
monopolistic power. Similarly, for the Mexico-
Canada country pair there is evidence of unit root
in gasoline and bread, further suggesting the poten-
tial role of specific regulations in price differences.

In the Canada-U.S. country pair, nonstationary
behavior is present in sectors subject to govern-
ment intervention, such as tobacco, clothing, and
footwear. By contrast, threshold adjustment is

significant in food products sectors except for
bread.

Estimated Transaction Costs

Tables 2A, 2B, and 2C show the estimated
threshold bands for each SRER for the three
country pairs. These bands are interpreted as a
measure of transaction costs and thus reflect the
degree of market integration.

Evidence of a strong NAFTA effect is found for
the Mexico-U.S. SRERs. Transaction costs bands
and the heterogeneity of the threshold values are
significantly reduced after the introduction of
NAFTA. In the pre-NAFTA period, they range
from 7 percent (footwear) to 32 percent (tobacco).
By contrast, in the post-NAFTA period, thresh-
old values range from 2 percent (fish products)
to 20 percent (medical commodities). At an indi-

7 The Hansen test requires that the series are stationary; this is why

we apply this test only for the series in which the unit root null
hypothesis is rejected.
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vidual level, in sectors such as nonalcoholic
beverages, clothing, furniture, and medication,
transaction costs decrease from “very large” (unit
root process) in the pre-NAFTA period to “mea-
surable” with a threshold model in the post-
NAFTA period. In sectors that exhibit significant
nonlinear behavior in both periods, threshold
bands are significantly smaller in the post-NAFTA
period for meat, dairy, vegetables, tobacco,
women’s clothing, and photo equipment. The
reduction in the transaction costs bands suggests
a greater market integration.

Considering those sectors in which nonlinear-
ities are detected, average transaction costs in
the Mexico-U.S. pair are smaller than those for
the Mexico-Canada pair. Moreover, the latter pair
shows evidence of unit root behavior in a greater
number of sectors. This means that transaction
costs are so high arbitrage is not worthwhile.

Transaction costs between the United States
and Canada are the lowest among the three coun-
try pairs examined. Overall, average transaction
costs are 34 percent higher between the United
States and Mexico than between the United States
and Canada. This result confirms previous evi-
dence that the United States and Canada are the
most integrated among NAFTA members.® We
also find less dispersion in the threshold bands
in the pre- and post-NAFTA periods. The fact that
the integration between Canada and the United
States started before the introduction of NAFTA
could explain this result.

A further look at sectoral characteristics con-
firms that highly homogeneous sectors such as fish
and fruits show relatively low threshold bands.
This is a standard result in the literature, reported
in studies for other country pairs (see Juvenal and
Taylor, 2008). Compared with the work of Juvenal

& One possible alternative explanation for the lower thresholds
between the United States and Canada than between Mexico and
the United States may be that goods are more homogeneous between
the first two countries. More generally, the comparability of the
sectors may vary across country pairs. First, wealth effects may be
at play. The relatively large income differences between Mexico
and the United States and Canada affect the specific goods sampled
in each CPI category. This disparity may complicate the analysis
with the varying composition among luxury, middle, and ordinary
products across countries. Second, statistical differences exist in
the compilation of price-level data, notably in adjustments for
quality changes. A solution to this problem is to look at more dis-
aggregated price indices and SRERs.

FEDERAL RESERVE BANK OF ST. LOUIS REVIEW
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Table 3A
Half-Lives: Mexico-United States
Pre-NAFTA Post-NAFTA
Shock (%) Shock (%)

Sector 10 20 30 40 50 10 20 30 40 50
Bread — — — — — — — — — —
Meat 36 26 20 17 15 29 25 23 22 21
Fish — — — — — 19 18 18 18 18
Dairy 20 15 11 9 8 7 5 5 5 5
Fruits — — — — — 6 5 5 5 5
Veg 4 4 4 4 4 5 5 5 5 5
Nonalco — — — — — 7 7 6 6 6
Alco 13 12 12 11 11 — — — — —
Tobac 18 12 8 6 8 7 7 7 7
Clothw 10 10 10 9 9 5 5 5 5 5
Clothm — — — — — 10 8 8 7 7
Foot 18 17 16 16 16 6 6 6 6 6
Fuel — — — — — — — — — —
Furniture — — — — — 14 10 8 8 8
Medic — — — — — 8 8 8 8 7
Vehicles 6 5 5 4 3 6 4 4 4 4
Gasoline — — — — — — — — — —
Photo 55 49 44 40 37 24 14 10 9 8
Average 20 17 14 13 12 L 9 8 8 8

NOTE: This table shows the estimated half-lives of deviations from the LOOP for five shocks of various percentages: 10, 20, 30, 40, and
50. The half-lives were calculated conditional on average initial history using the generalized impulse response functions procedure

developed by Koop et al. (1996).

and Taylor (2008), threshold bands among NAFTA
members are on average slightly lower than those
between the United States and European countries.

Half-Lives of Relative Price Adjustment

A usual measure of the speed of mean rever-
sion is the half-life, which is the time required
for the effect of 50 percent of a shock to die out.
Tables 3A, 3B, and 3C report the estimated half-
lives (in terms of months) of price deviations
from the LOOP for the Mexico-U.S., Canada-U.S.
and Mexico-Canada SRERs.?

The speed of mean reversion is generally
computed by taking into account the adjustment
in the outer regime, which depends on the value

FEDERAL RESERVE BANK OF ST. LOUIS REVIEW

of p. In this case, the half-life is calculated as if it
were a linear model, that is, In(0.5)/In(p). Lo and
Zivot (2001) emphasize the uncertainty of whether
the computation of half-lives for linear models is
applicable for nonlinear models. However, studies
based on a SETAR model generally use this meas-
ure (see, for example, Taylor, 2001). As high-
lighted in Juvenal and Taylor (2008), although
the estimated half-lives of the outer regime yield
some insights on the speed of mean reversion, this
measure is limited because it does not consider
the regime switching within the SETAR model.

9 We compute the half-lives only for cases in which we find evidence
of threshold behavior.
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Table 3B
Half-Lives: Canada-United States

Pre-NAFTA Post-NAFTA

Shock (%) Shock (%)
Sector 10 20 30 40 50 10 20 30 40 50
Bread — — — — — 14 12 12 11 11
Meat 11 10 10 10 9 13 12 12 12 12
Fish 6 5 4 4 4 9 8 8 8 8
Dairy 12 10 10 10 10 16 15 15 14 14
Fruits 27 24 21 20 19
Veg 7 6 6 6 6
Alco 13 10 9 9 9 17 16 15 14 13
Tobac — — — — — — — — — —
Clothw 14 13 12 12 11 7 7 6 6 6
Clothm — — — — — 18 15 14 13 13
Foot — — — — — 25 22 20 20 19
Fuel 17 15 15 15 15 12 12 12 12 11
Furniture 21 15 13 12 12 29 24 21 19 18
Vehicles 13 12 11 11 11 14 13 13 13 12
Gasoline 8 7 6 6 6 7 5 5 5 5
Average 14 12 11 10 10 12 11 11 10 10

NOTE: See Table 3A.

Thus, we compute the half-life using general-
ized impulse response functions proposed by
Koop, Pesaran, and Potter (1996). This method
considers the nonlinear nature of the SETAR model
and the different adjustment speeds in the inner
and outer regimes. The SETAR model exhibits an
infinite half-life within the threshold band and
depends on p outside the band. A shock may cause
the model to switch regimes, and this adjustment
is not captured by the first methodology.

Following Taylor, Peel, and Sarno (2001), we
compute the impulse response functions condi-
tional on average initial history using Monte Carlo
integration for shocks of 10, 20, 30, 40, and 50
percent. For the Mexico-U.S. pair, the average
relative price adjustment is significantly faster
in the post-NAFTA period. For example, for a 10
percent shock, the average pre-NAFTA half-life is
20 months, whereas the average is reduced to 11

454 SEPTEMBER/OCTOBER, PART 1 2009

months in the post-NAFTA period (see Table 3A).
Our results also yield additional observations. In
the post-NAFTA period, the speed of mean rever-
sion varies less across different shock sizes than
in the pre-NAFTA period. This suggests that rela-
tive prices adjust more quickly, independent of
the size of the price shock. Half-lives vary sub-
stantially across sectors. Relative prices adjust
fairly quickly for homogeneous goods, such as
food products. The relative price of more high-
end products (e.g., furniture and photographic
equipment) takes longer to adjust.

The speed of relative price adjustment in the
post-NAFTA period is comparable for the Mexico-
U.S. and the Canada-U.S. pairs. For a 10 percent
shock, the average half-lives are 11 months and
12 months, respectively. This contrasts with sig-
nificant differences in the pre-NAFTA period
when Mexico-U.S. relative prices were much
slower to adjust than Canada-U.S. prices (see

FEDERAL RESERVE BANK OF ST. LOUIS REVIEW
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Table 3C
Half-Lives: Mexico-Canada
Pre-NAFTA Post-NAFTA
Shock (%) Shock (%)

Sector 10 20 30 40 50 10 20 30 40 50
Bread — — — — — — — — — —
Meat 24 17 13 12 11 7 6 6 6 6
Fish 10 8 7 16 14 12 12 12
Dairy 9 7 5 g 9 9 8 8
Fruits — — — — — 4 4 4
Veg 4 4 4 4 4 4 4 4 4
Alco 16 14 13 12 11 16 15 14 14 14
Tobac — — — — — — — — — —
Clothw 10 10 9 8 8 11 10 9 8 8
Clothm 12 11 11 10 9 14 13 12 12 11
Foot 9 8 8 8 7 15 13 12 12 11
Fuel — — — — — — — — — —
Furniture — — — — — 8 6 6 5 5
Vehicles - - - - - - - - - -
Gasoline — — — — — — — — — —
Average 12 10 9 8 8 11 10 9 9 9

NOTE: See Table 3A.

Tables 3A and 3B). The half-lives of the Mexico-
Canada country pairs are also less persistent in
the post-NAFTA period (see Table 3C).

Determinants of Thresholds

Based on the estimates of the SETAR models,
we assess whether transaction costs are related
to economic variables. To do this, we estimate a
regression explaining the threshold parameter
obtained from the section on estimated transac-
tion costs:

c
(17) K=l§+z<b1}(c)2§(c)+8§,

c=1
where  is the threshold parameter and z}is a
vector of explanatory variables. In equation (17)
we assess whether transaction costs, measured
by the estimated thresholds, are explained by
selected explanatory variables.

FEDERAL RESERVE BANK OF ST. LOUIS REVIEW

The explanatory variables are intended to
capture the size and nature of transaction costs.
The first variable (distance) is a proxy for shipping
costs. Given the small number of country pairs
and their relative proximity, distance appears to
be a poor measure. Instead, we include a dummy
variable that takes value 1 when countries share
a common border. The second variable is the
volatility of the nominal exchange rate, which
intends to capture the uncertainty about the
macroeconomic environment. It is measured as
the standard deviation of monthly exchange rate
observations. Third, we include a measure of
“tradability,” defined as the sum of imports and
exports relative to the total output in a sector for
a given country sourced from the United Nations
Industrial Development Organization (UNIDO)
database. Fourth, we use the number of establish-
ments in each sector as a proxy for competition,
or concentration, obtained from the UNIDO data-
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Table 4

Threshold Regressions

Variables ) (2)

Distance -0.042 -0.036
(0.054)* (0.058)*

Dummy post-NAFTA -0.105 -0.111
(0.002)** (0.001)**

Exchange rate volatility 4.468 4.266
(0.000)***  (0.000)***

Firms -0.002 —
(0.477) —

Tradability -0.045 —
(0.259) —

R? 0.34 0.33

N 89 89

NOTE: This table shows the results from the estimation of
equation (17); p-values are shown in parentheses. *, **, and ***
denote significance at the 10, 5, and 1 percent levels, respectively.

base. Finally, a dummy for the post-NAFTA period
is included.

We examine the determinants of thresholds
for the entire sample, including all three country
pairs.10:11 The results, shown in Table 4, indicate
that three variables are significant: the post-
NAFTA dummy, the shared border, and nominal
exchange rate volatility. These variables are signifi-
cant in all specifications. We find that the thresh-
olds are lower when countries share a border.
Nominal exchange rate volatility is also signifi-
cant. This indicates that uncertainty about the
macroeconomic environment limits arbitrage.
The post-NAFTA dummy is also highly signifi-
cant: The negative coefficient indicates that the
introduction of NAFTA is associated with lower
transaction costs. Neither the number of firms in
a sector nor the degree of “tradability” in a sector
is statistically significant (column 1 in Table 4).12

0 Because we cannot obtain data on firms and tradability disaggre-
gated for clothing (women) and clothing (men) but for only a
generic clothing sector, we consider the average threshold value
of clothing (women) and clothing (men) as the & value for clothing.

! When we find evidence of unit root behavior in deviations from
the LOOP, we consider k to be the highest value of the threshold
variable in the grid search. This implies that transaction costs are
so high that the entire SRER series is within the threshold band.
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In column 2, these two variables are excluded
with little change in the results.

Overall, thresholds appear to be determined
by distance (border) and exchange rate volatility.
These results are consistent with findings in the
literature. For example, Imbs et al. (2003) find
that distance and exchange rate volatility explain
the threshold values.

Another strand of the literature analyzed the
determinants of relative price differentials
between the United States and Canada using dif-
ferent types of models. Our results are consistent
with the findings of these studies. As an exam-
ple, Engel and Rogers (1996) study the nature of
deviations from the LOOP using CPI data for 14
goods sectors for different U.S. and Canadian
cities. This study shows that the Canadian and
U.S. markets are not perfectly integrated and that
distance and border are major determinants of
price differences. In a related study, Engel et al.
(2005) investigate the LOOP between U.S. and
Canadian cities using actual prices (instead of
price indices). They find that absolute price dif-
ferences between U.S. and Canadian prices are
higher than 7 percent. In addition, their results
show border plays a significant role in explaining
price differentials between cities.

ROBUSTNESS OF RESULTS

We conduct three robustness checks to gauge
the sensitivity of empirical results to underlying
assumptions and variable definitions. First, we
consider the possibility of long-run trends in the
measured price differentials arising from aggre-
gation issues in price indices or the presence of
nontradable components or quality differences.
We define g}, as the detrended and demeaned
component of thq price difference, x};, given by
Xjy = +cj+ 0t + qj,. As described previously, it is
estimated as an OLS residual.

Overall, our baseline findings prove robust to
using detrended SRERs instead of the demeaned
series. Tables 5A, 5B, and 5C show the results of
the estimation of the SETAR model with detrended

2 poor data quality is a probable explanation for the lack of significance.
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Table 6A
SETAR Estimation Results (Different Mean during Tequila Crisis): Mexico-United States
Post-NAFTA

Threshold Outer regime Unit root test Hansen test
Sector K p p-value Hg' p-value H}
Bread — — 0.54 —
Meat 0.14 0.82 — 0.00
Fish 0.13 0.91 — 0.00
Dairy 0.07 0.71 — 0.00
Fruits 0.05 0.77 — 0.00
Veg 0.04 0.83 — 0.00
Nonalco 0.14 0.78 — 0.00
Alco 0.11 0.93 — 0.00
Tobac 0.08 0.89 — 0.00
Clothw 0.09 0.83 — 0.00
Clothm 0.10 0.79 — 0.00
Foot 0.08 0.94 — 0.00
Fuel 0.14 0.75 — 0.00
Furniture 0.11 0.90 — 0.00
Medic 0.17 0.77 — 0.00
Vehicles 0.12 0.83 — 0.00
Gasoline — — 0.25 —
Photo 0.12 0.91 — 0.00

NOTE: See Table 2A.

SRERs. The conceptual problem with including
a trend in the real exchange rate is that it implies
that the real exchange rate converges to a different
mean across time. This implication is somewhat
contradictory to the LOOP. Hence, our preferred
measure is the demeaned series. The stability of
our results with the different measures indicates
that the trend component may not be of the
utmost importance.

Second, we test the sensitivity of the results
to a structural break in the Mexican series over
the study period (1980-2006) during the Tequila
Crisis. The results reported herein assume a con-
stant mean over the period, consistent with the
LOOP hypothesis. However, as a robustness check,
we also test the sensitivity of the results to two
conditions: (i) allowing for a different mean over
the Tequila Crisis (1994:12—-1995:12) and (ii)

460 SEPTEMBER/OCTOBER, PART 1 2009

restricting the estimation period to 1996-2006.
This was intended to assess whether the Tequila
Crisis would significantly affect our findings. Our
baseline findings are again robust to these checks.
Tables 6A, 6B, and 6C report the estimated thresh-
olds for each SRER, allowing for a different mean
for the real exchange rate during the Tequila Crisis.
Across sectors, homogeneous goods have lower
transaction costs than other goods in the sample.
Across country pairs, average transaction costs
among NAFTA members are 27 percent higher
between the United States and Mexico than
between the United States and Canada, slightly
less than the results when the Tequila Crisis is
ignored. The results of the latter robustness analy-
sis (not reported here but available upon request)
are broadly consistent with the ones discussed
here; thus, the Tequila Crisis does not significantly
affect our findings.
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Table 6B
SETAR Estimation Results (Different Mean during Tequila Crisis): Canada-United States
Post-NAFTA

Threshold Outer regime Unit root test Hansen test
Sector K p p-value Hg! p-value H}
Bread 0.09 0.93 — 0.00
Meat 0.04 0.94 — 0.00
Fish 0.04 0.90 — 0.00
Dairy 0.07 0.95 — 0.00
Fruits 0.09 0.79 — 0.00
Veg 0.05 0.79 — 0.00
Alco 0.14 0.93 — 0.00
Tobac 0.05 0.95 — 0.03
Clothw 0.13 0.81 — 0.00
Clothm 0.14 0.93 — 0.00
Foot 0.08 0.96 — 0.00
Fuel 0.04 0.94 — 0.00
Furniture 0.10 0.95 — 0.00
Vehicles 0.07 0.94 — 0.00
Gasoline 0.26 0.72 — 0.00

NOTE: See Table 2A.

CONCLUSION

Using a SETAR model, we find strong evi-
dence of nonlinearities in SRER dynamics across
Mexico, Canada, and the United States in the pre-
and post-NAFTA periods. This result is consistent
with the predictions of theoretical models that
incorporate some form of market segmentation.
Overall, mean reversion occurs when deviations
from the LOOP are significant and the benefits of
arbitrage are higher than transaction costs.

We obtain two key parameters from the esti-
mation of SETAR models. The first parameter is
the threshold, taken as a measure of transaction
costs. The second parameter is the autoregressive
parameter in the outer regime, which determines
the speed of mean reversion. We obtain these
parameters for each SRER corresponding to the
three country pairs for both periods.

Our findings indicate that the value of trans-
action costs is highly heterogeneous for different

FEDERAL RESERVE BANK OF ST. LOUIS REVIEW

sectors and countries. The estimated price thresh-
olds range from 2 percent to 32 percent for the
Mexico-U.S. and Canada-U.S. country pairs. The
results generally confirm that highly homogeneous
sectors, such as fish and fruits, show low thresh-
old bands. Overall, average transaction costs
among NAFTA members are 34 percent higher
between the United States and Mexico than
between the United States and Canada. This
indicates that Mexico and the United States are
relatively less integrated than Canada and the
United States. In turn, threshold bands are higher
for the Mexico-Canada pair.

We relate the value of the threshold band to
plausible economic determinants. Our results
show that the border effect and exchange rate
volatility are significant determinants of transac-
tion costs. The dummy post-NAFTA is also
strongly significant and negative, confirming that
the introduction of NAFTA is associated with
lower transaction costs.
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Table 6C
SETAR Estimation Results (Different Mean during Tequila Crisis): Mexico-Canada
Post-NAFTA

Threshold Outer regime Unit root test Hansen test
Sector K p p-value Hg' p-value H}
Bread — — 0.74 —
Meat 0.20 0.92 — 0.00
Fish 0.13 0.91 — 0.00
Dairy 0.08 0.97 — 0.05
Fruits 0.08 0.83 — 0.00
Veg 0.04 0.80 — 0.00
Alco 0.06 0.95 — 0.02
Tobac — — 0.25 —
Clothw 0.10 0.90 — 0.00
Clothm 0.11 0.89 — 0.00
Foot 0.06 0.95 — 0.02
Fuel 0.14 0.77 — 0.01
Furniture — 0.16 —
Vehicles — 0.13 —
Gasoline — 0.07 —

NOTE: See Table 2A.

To shed some light on the mean-reverting
properties of the SRERs, we consider the regime
switching that occurs inside and outside the band
in the SETAR model and compute the half-lives
using generalized impulse response functions.
Overall, the speed of mean reversion depends on
the size of the shock. Larger shocks mean-revert
much faster than smaller ones. On average, the
half-lives are substantially reduced after the intro-
duction of NAFTA. For the Mexico-U.S. country
pair, the average half-life is reduced from 20
months in the pre-NAFTA period to 11 months
in the post-NAFTA period. The post-NAFTA
period shows less variation in the speed of mean
reversion across different shock sizes than in the
pre-NAFTA period.

Our analysis therefore supports the arguments
that (i) emerging markets—in this case, Mexico—
still face higher transaction costs than their devel-
oped counterparts and (ii) trade liberalization

462 SEPTEMBER/OCTOBER, PART 1 2009

may help in lower relative price differentials
between countries. We suspect that lack of com-
petition may be a major determinant of high
price thresholds but cannot prove this matter
empirically.

The main conclusion of our analysis is that
Mexico has made progress but still has consider-
able room for improvement in reducing barriers
to goods market integration and achieving the
full benefits of globalization. Future research
should focus on why transactions costs between
Mexico and the United States continue to exceed
those between Canada and the United States for
many types of goods and whether these costs can
be reduced through policy actions. Examples of
such actions include developing logistics, trans-
portation, and internal distribution mechanisms
or enhancing the state of competition among
domestic firms and reducing remaining barriers
to external trade.
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