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A growing body of evidence suggests that the consumer price index (CPI) overstates the true rate of increase in the cost of living. One of the best-understood and best-documented sources of bias in the CPI as a measure of the cost of living is its failure to take into account that consumers alter the composition of their purchases in response to changes in relative prices. In our recent examination of the evidence on biases in the CPI, we labeled the bias arising from this failure the “across-strata” effect.¹

In contrast to the CPI, members of the so-called superlative class of price indexes do allow for substitution among goods and services in response to changes in relative prices. Given certain assumptions, superlative indexes can be shown to provide second-order approximations to the true cost-of-living index,² whereas fixed-weight indexes, including the Laspeyres index, provide only first-order approximations. This difference in degree of approximation has led many researchers (including us) to interpret the discrepancy between a Laspeyres-type index and a superlative index as an estimate of the across-strata effect in the CPI.

The Bureau of Labor Statistics (BLS) has taken many steps through the years to improve the CPI. Of the various remaining sources of bias in the CPI as a measure of the cost of living, the across-strata effect is probably the easiest to address. To borrow a phrase from Vice President Gore’s National Performance Review, the across-strata effect is the “low-hanging fruit” of the remaining CPI biases, because the economic theory of superlative prices indexes is well understood, and relevant data on prices and quantities are available.

This article has two major purposes. The first purpose is to present a new estimate of the magnitude of the across-strata effect in the CPI. The new estimate differs from its predecessors in two key respects. First, it is derived from a new data set recently constructed at our request and released by BLS. As we discuss, the new data set builds on the pioneering work of Aizcorbe and Jackman (1993).³ Second, the new estimate is derived from a direct comparison between the CPI itself and its superlative counterparts: Previous researchers used either a 1982-based or a 1986-based Laspeyres-type index in place of the CPI and assumed that the results were relevant for the CPI, which is calculated using expenditure shares from the three-year period 1982-84. We find a noticeable difference between the actual CPI and either the 1982-based or the 1986-based Laspeyres index. This difference leads us to conclude that the across-strata effect between 1986 and 1995 was somewhat larger than earlier researchers have believed.

The second major purpose of this article is to propose a method for picking the low-hanging fruit—that is, for publishing a real-time index substantially free of across-strata bias. In doing so, we confront—and propose resolutions of—two practical difficulties.

First, the data on expenditures required for computation of either Fisher’s Ideal index or the Törnqvist index are available only at the quarterly frequency. Moreover, the sample size in the underlying survey is such that considerable averaging across quarters is required before the resulting estimates of expenditure shares at the strata...
In this section, we suppress the geographical dimension of the CPI structure and refer only to items rather than item-area pairs.

The second major difficulty we confront is that the relevant data on expenditures become available only after a lag of about 9 or 10 months. This implies that the best possible approximation to a superlative index can be produced only after a lag of at least that long (possibly longer, depending on the details of any averaging of expenditure shares). The BLS could deal with this lag in data availability in any of several ways:

- Delay publication of a superlative-type index until final expenditures data are available.
- Publish a preliminary version of the superlative-type index (based on expenditures data available in real time) and make this preliminary version susceptible to revision.
- Publish two separate indexes, one using the latest available expenditures data and always susceptible to revision, the other using only the expenditures data available in real time and not susceptible to revision.

Boskin, et al. (1996) recommended that the BLS pursue the third option. We view our work here as helping to lay the groundwork for implementing that option.

The rest of this article is organized as follows: We review the formulas for computing price indexes, paying special attention to what is feasible to compute (given the data currently collected); provide the new estimate of the magnitude of the across-strata effect; propose a method for alleviating the across-strata effect on a real-time basis; and discuss the implications of our findings.

SUPERLATIVE PRICE INDEXES AND THE CPI IN PRACTICE

We begin with a short, practical review of some basic price index formulas and their relationship to the CPI. The basic ingredients of a price index are the price of item i in year y and month m, denoted \( p_{i,y,m} \), and the quantity of this item purchased \( q_i \). If price and quantity were both observed at the monthly frequency and on a timely basis, it would be straightforward to calculate a superlative version of the CPI. As we noted earlier, however, expenditures (and, hence, quantities) are observed neither monthly nor on a timely basis. In this section, we concentrate only on the implications of the frequency of the expenditure data and consider timeliness later.

The BLS obtains information on nominal expenditures from the Consumer Expenditures Survey (CEX), which provides quarterly data. These are sufficiently noisy as to require averaging over many quarters before they can be used in the CPI. In part, the need to average the CEX data over time reflects the current practice of producing area-specific price indexes. If, instead, a determination were made that only regional indexes or a single national index was to be produced, the need for time averaging of expenditures data might be substantially reduced. Even in the unlikely event that such a move alleviated any need for time averaging, the expenditures data would still be available only quarterly, given the current structure of the CEX. At present, the weights in the CPI are calculated using average expenditures for the three-year period from 1982 through 1984. The BLS plans to introduce new weights at the end of 1997, based on average expenditures during the three-year period from 1993 through 1995.

The mismatch in frequency between the price and expenditure data creates an ambiguity as to how one might best approximate the index formulas prescribed by theory. In constructing the CPI, the BLS deals with this problem by taking the following "modified" Laspeyres index as its statistical target for months after measurement.
December 1986, when the 1982-84 market basket was introduced:

\[
\frac{p^\text{CPI}}{P^\text{CPI}_{1986,12}} = \frac{\sum q_{i,b}p_{i,y,m}}{\sum q_{i,b}p_{i,1986,12}},
\]

where \( b \) denotes the base period, currently 1982-84. Note that the CPI can be interpreted as the ratio of the cost of purchasing the base-period quantities at current-period prices to the cost of purchasing those same quantities at link-period prices. (December 1986 is referred to as the "link period" because that is when the current market basket was introduced.)

The BLS does not observe quantities, so a more accurate representation of the method it actually uses to calculate the CPI for months after December 1986 is:

\[
\frac{p^\text{CPI}}{P^\text{CPI}_{1986,12}} = \frac{\sum e_{i,b}p_{i,y,m}}{\sum e_{i,b}p_{i,1986,12}},
\]

where \( e_{i,b} \) is the nominal expenditure devoted to item \( i \) during base period \( b \), and \( RIW_{i,1986,12} \) is the "relative-importance weight" of item \( i \) in December 1986. The relative-importance weight of item \( i \) in December 1986 can be interpreted as the ratio of outlays for that item to total outlays in that month, assuming the quantities were the same then as they were in the base period.

Although the BLS measures base-period expenditures \( e_{i,b} \) over a three-year period, it proxies for the base-period price, \( p_{i,b} \), using the June 1983 reading on the relevant item-area price index—in other words, the reading from approximately the middle of the base period.\(^5\) If stratum-level price indexes were easily available for the entire base period, it would make sense to identify \( p_{i,b} \) with the arithmetic average of the 36 monthly readings for stratum \( i \) during the base period, rather than with any single monthly reading. Such may not have been the case, however, when the 1982-84 market basket was being introduced, because the BLS in January 1983 changed its method for measuring homeowners' costs from an asset-value-based approach to the current owners'-equivalent-rent-based approach.

Just as it is not possible with existing source data to calculate the textbook version of the Laspeyres index, so it is not possible to calculate the textbook versions of either Fisher's Ideal index, the Törnqvist index, or a geometric-means index. Following Aizcorbe and Jackman (1993), we calculate chained versions of the two superlative indexes, with the links in the chain occurring each December. Specifically, we calculate the growth of a Fisher's-Ideal-type index from December in year \( y-1 \) to month \( m \) in year \( y \) as the geometric mean of the growth of a Laspeyres-type index based in December of year \( y-1 \) and a Paasche-type index based in December of year \( y \):

\[
\frac{P^F_{y,m}}{P^F_{y-1,12}} = \left( \frac{P^L_{y,12}}{P^L_{y-1,12}} \cdot \frac{P^P_{y,12}}{P^P_{y-1,12}} \right)^{1/2}.
\]

The representation of the growth of the Paasche index is necessarily cluttered because neither December of year \( y-1 \) nor month \( m \) of year \( y \) is the base period for the index (unless \( m \) happens to be December).

The formula for the Laspeyres-type index is given by:

We are grateful to Brent Moulton for bringing the evidence in Braithwait to our attention.

The expenditure share of stratum $i$ in year $y-1$ is given by:

$$\omega_{i,y-1} = \frac{E_{i,y-1}}{E_{y-1}},$$

where $E_{i,y-1}$ is the expenditure share of stratum $i$ in year $y-1$. Similarly, the formula for the Paasche-type index is given by:

$$\frac{P^P_{y,m}}{P^P_{y-1,12}} = \left( \sum_i \omega_{i,y} \frac{P_{i,y,m}}{P_{i,y-1,12}} \right)^{-1},$$

where $\omega_i$ is the share of expenditures falling on stratum $i$ in year $y$.

Equations 2, 3, and 4 follow Aizcorbe and Jackman (1993) insofar as calculation of December-to-December changes are concerned. But these equations go beyond Aizcorbe and Jackman in proposing a specific method for calculating a Fisher-type index at the monthly frequency. The method we propose could be further refined by (a) centering the price relatives within the period during which expenditure shares are calculated (e.g., by measuring the price in the denominator on the right side of Equation 3 as the arithmetic average of the June and July values for stratum $i$ in year $y-1$), and (b) updating (and “downdating”) the expenditure shares to the period during which the denominators of the price relatives are measured. A further possible refinement might use appropriately aligned quarterly expenditures data. We have limited ourselves here to use of expenditures data at the annual frequency.

We compute a Törnqvist-type index as follows:

$$\frac{P^T_{y,m}}{P^T_{y-1,12}} = \prod_i \left( \frac{P_{i,y,m}}{P_{i,y-1,12}} \right)^{\omega_{i,y} + \omega_{i,y-1}} \frac{1}{2}. $$

This index could also be refined by centering the denominators of the price relatives within the period during which expenditure shares are calculated. We doubt that updating of expenditure shares is appropriate in the case of the Törnqvist index and have not performed any updating here.

Finally, we calculate a fixed-base geometric-means price index as:

$$\frac{P^G_{y,m}}{P^G_{y,12}} = \prod_i \left( \frac{p_{i,y,m}}{p_{i,y,12}} \right)^{\omega_{i,y}} .$$

This index is exact for the cost of living if the utility of the representative consumer is given by the Cobb-Douglas function. In that case, expenditure shares are constant across time. Any averaging that might be done is therefore strictly an issue of noise reduction and does not introduce any approximation.

Previous investigators’ results suggest that using the geometric-means formula to aggregate the stratum-level indexes would induce a downward bias in the overall index. For example, unpublished tables provided by the BLS and calculated from the Aizcorbe-Jackman data set show the geometric-means index growing more slowly than either the Törnqvist price index or Fisher’s Ideal price index. Consistent with this finding, most of the compensated own-price elasticities shown by Braithwait (1980) are less than 1.6

Following Aizcorbe and Jackman, we present results only for December-over-December changes in price. We reiterate, however, that the formulas we have presented could be used to calculate results at the monthly frequency.

**ASSESSING THE ACROSS-STRATA EFFECT**

This section updates the work of Aizcorbe and Jackman (1993) in assessing the magnitude of the across-strata effect, using a newly assembled data set that BLS made available to us in December 1996. Aizcorbe and Jackman constructed their...
original data set relatively soon after the 1987 revision to the CPI. Although the easiest thing by far for them to have done would have been to include only post-December 1986 data in their data set, doing so would have left them with only a few years’ worth of observations. Accordingly, Aizcorbe and Jackman extended the data set back to December 1982, when the BLS introduced the current rental-equivalence approach to measuring homeowners’ costs. A consequence of extending the data set backward in time was that Aizcorbe and Jackman then had to deal with several discontinuities introduced with the 1987 revision. For example, the previously unified New York metropolitan area was divided into three areas, and a new item was introduced for information-processing equipment. Aizcorbe and Jackman handled these situations by painstakingly constructing three concordances linking the pre- and post-1987 data.

In comparison with the original Aizcorbe and Jackman data set, the new one is conceptually straightforward because it includes only post-December-1986 data. The new data set contains 9,522 monthly time series on price relatives—one for each possible combination of 46 areas and 207 items. For reasons explained in the Appendix, we consolidate four of these areas into two. The version of the data set we use, therefore, has 9,108 monthly time series on prices. This data set was merged with corresponding annual data from the CEX on expenditures.

Retrospective Estimates of the Across-Strata Effect

The top panel of Table 1 (next page) shows December-over-December rates of price change, calculated according to a variety of different methods. These estimates could not have been calculated in real time. Later in this article, we address the problem of ameliorating the across-strata effect in real time.

The first column in the top panel of Table 1 shows inflation as measured using the CPI aggregation formula and the official CPI weights (i.e., according to Equation 1). The second column shows inflation as measured by a different Laspeyres-type aggregator, this one based on expenditure shares for 1986. The third column shows the Fisher index (Equation 2), while the fourth shows the Törnqvist index (Equation 5). The fifth column shows the index based on geometric means (Equation 6). The bottom panel gives the differences of the non-CPI indexes from the CPI. In both the top and bottom panels, the last two rows give the means and standard deviations of the annual figures.

The difference between either the Törnqvist or Fisher measure of price growth and the CPI represents an estimate of the across-strata effect in the CPI. Between 1987 and 1995, the across-strata effect by either measure averaged an estimated 0.30 percentage point per year, with a standard deviation of 0.12 percentage point per year.

These results cause us to boost our estimate of the average magnitude of the across-strata effect between December 1986 and December 1995 to 0.3 percentage point per year.7 Looking prospectively, however, our best guess remains that the across-strata effect will average about 0.2 percentage point per year once the updated market basket based on expenditure shares for 1993-95 is introduced. This estimate is based on the 1986-based Laspeyres index shown in the second column of Table 1, which increases about 0.2 percentage point per year faster than the Törnqvist index.8 Our best guess is that the difference between the CPI and the Laspeyres index reported in Table 1 occurs because of idiosyncrasies in the 1982-84 weights, which may not be replicated in the 1993-95 weights.

We see little evidence linking the magnitude of the across-strata effect to the age of the market basket. Accordingly, we are not particularly optimistic that updating the market basket every 5 years rather than every 10 years would noticeably reduce the average magnitude of the across-strata effect. In any event, the solution for the across-strata effect seems to us clearly to involve moving away from a fixed-market basket concept, not a more rapid turnover of the market basket.

7 In Shapiro and Wilcox (1996a), we used an updated version of the original Aizcorbe-Jackman data set, and estimated the across-strata effect at 0.2 of a percentage point per year. This result was consistent with the finding of Aizcorbe and Jackman in their 1993 article. These estimates were calculated using a 1982-based Laspeyres index rather than the official CPI.

8 Laspeyres indexes with base years later than 1986 also exhibit about the same differences from the Törnqvist.
As we have noted, the geometric-means index provides an estimate of the cost of living for a Cobb-Douglas representative consumer. As expected, the geometric price index increases less rapidly than does either the Törnqvist index or Fisher's Ideal index. In other words, the unit elasticity of substitution implicit in the geometric formula appears to overstate the extent to which consumers respond to changes in relative prices at the upper level of aggregation.

Before concluding this section, we digress briefly to consider how well we can explain the year-to-year variation in the across-strata effect. In particular, we would like to be able to explain why—contrary to widespread presumption—the across-strata effect does not exhibit any

### Table 1

**Alternative Measures of Annual Inflation and Alternative Estimates of the Across-Strata Effect***

<table>
<thead>
<tr>
<th>Year</th>
<th>CPI†</th>
<th>Laspeyres†</th>
<th>Fisher</th>
<th>Törnqvist</th>
<th>Geometric‡</th>
</tr>
</thead>
<tbody>
<tr>
<td>1987</td>
<td>4.44</td>
<td>4.54</td>
<td>4.27</td>
<td>4.27</td>
<td>4.22</td>
</tr>
<tr>
<td>1988</td>
<td>4.41</td>
<td>4.25</td>
<td>4.05</td>
<td>4.07</td>
<td>4.04</td>
</tr>
<tr>
<td>1989</td>
<td>4.65</td>
<td>4.43</td>
<td>4.21</td>
<td>4.21</td>
<td>4.20</td>
</tr>
<tr>
<td>1990</td>
<td>6.16</td>
<td>6.05</td>
<td>5.64</td>
<td>5.63</td>
<td>5.49</td>
</tr>
<tr>
<td>1991</td>
<td>3.00</td>
<td>2.61</td>
<td>2.77</td>
<td>2.77</td>
<td>2.58</td>
</tr>
<tr>
<td>1992</td>
<td>2.96</td>
<td>2.78</td>
<td>2.61</td>
<td>2.61</td>
<td>2.46</td>
</tr>
<tr>
<td>1993</td>
<td>2.74</td>
<td>2.57</td>
<td>2.45</td>
<td>2.45</td>
<td>2.27</td>
</tr>
<tr>
<td>1994</td>
<td>2.65</td>
<td>2.72</td>
<td>2.54</td>
<td>2.54</td>
<td>2.52</td>
</tr>
<tr>
<td>1995</td>
<td>2.57</td>
<td>2.39</td>
<td>2.32</td>
<td>2.32</td>
<td>2.13</td>
</tr>
<tr>
<td>Mean</td>
<td>3.73</td>
<td>3.59</td>
<td>3.43</td>
<td>3.43</td>
<td>3.32</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>1.17</td>
<td>1.20</td>
<td>1.09</td>
<td>1.09</td>
<td>1.12</td>
</tr>
</tbody>
</table>

**Differences from CPI**

<table>
<thead>
<tr>
<th>Year</th>
<th>CPI†</th>
<th>Laspeyres†</th>
<th>Fisher</th>
<th>Törnqvist</th>
<th>Geometric‡</th>
</tr>
</thead>
<tbody>
<tr>
<td>1987</td>
<td>-0.10</td>
<td>0.17</td>
<td>0.17</td>
<td>0.23</td>
<td>0.37</td>
</tr>
<tr>
<td>1988</td>
<td>0.16</td>
<td>0.36</td>
<td>0.34</td>
<td>0.45</td>
<td>0.45</td>
</tr>
<tr>
<td>1989</td>
<td>0.21</td>
<td>0.43</td>
<td>0.43</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>1990</td>
<td>0.11</td>
<td>0.51</td>
<td>0.53</td>
<td>0.77</td>
<td>0.77</td>
</tr>
<tr>
<td>1991</td>
<td>0.39</td>
<td>0.24</td>
<td>0.24</td>
<td>0.42</td>
<td>0.42</td>
</tr>
<tr>
<td>1992</td>
<td>0.18</td>
<td>0.35</td>
<td>0.35</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>1993</td>
<td>0.17</td>
<td>0.29</td>
<td>0.29</td>
<td>0.47</td>
<td>0.47</td>
</tr>
<tr>
<td>1994</td>
<td>-0.07</td>
<td>0.12</td>
<td>0.12</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td>1995</td>
<td>0.18</td>
<td>0.25</td>
<td>0.25</td>
<td>0.44</td>
<td>0.44</td>
</tr>
<tr>
<td>Mean</td>
<td>0.14</td>
<td>0.30</td>
<td>0.30</td>
<td>0.41</td>
<td>0.41</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.14</td>
<td>0.12</td>
<td>0.12</td>
<td>0.15</td>
<td>0.15</td>
</tr>
</tbody>
</table>

* Percentage points per year.
† Expenditure shares measured in 1982-84 and updated for relative price change to the end of 1986.
‡ Expenditure shares measured in 1986.
tendency to increase in size as the market basket becomes more outdated. One possible explanation for the absence of any trend along these lines is that inflation declined during the period studied here. If the decline in inflation was associated with a reduction in the variability of relative prices, consumers might have had less scope for substitution later in the sample period. We tested this hypothesis by constructing an index of the cumulative change in relative prices, as follows:

Thus, \( J_{y,m} \) is an index of cumulative relative price change since December 1986, when the current market basket in the CPI was introduced. As in Equation 1', RIW denotes the official CPI relative-importance weights as of December 1986. The aggregate index \( \frac{P_{y,m}^*}{P_{1986,12}^*} \) is calculated according to Equation 6, substituting the official relative importance weights for the 1986 expenditure shares.

The index \( J_{y,m} \) would equal zero if no net change in relative price had taken place since December 1986. A decline in the value of \( J \) (from a positive level) would indicate that relative prices had moved back more into line with their constellation as of December 1986.

The scope for substitution in any given year should be a function of the drift in relative prices during that year.

\[
J_{y,m} = \sum_i RIW_{1986,12} \left[ \ln \left( \frac{P_{i,y,m}}{P_{i,1986,12}} \right) - \ln \left( \frac{P_{y,m}^*}{P_{1986,12}^*} \right) \right]
\]
Accordingly, we compare the December-to-December changes in $J$ to the estimates of the across-strata effect derived by comparing the CPI to the Törnqvist index. The results are shown in Figure 1 on the previous page. We see these results as mixed: Beginning in 1989, our index of relative price change appears to have some explanatory power for the size of the across-strata effect. Still, the first three years remain a puzzle: There, the pace of relative price drift was declining, but the size of the across-strata effect was increasing.

**Imposing a Zero Elasticity of Substitution Across Areas**

The price index calculations reported in Table 1 assume that consumers may substitute any item-area stratum in the CPI market basket for any other. In this section, we contemplate placing restrictions on the allowable range of substitution. In particular, we explore the implications of imposing the restriction that the elasticity of substitution across areas is zero. The results just presented strongly suggest that the elasticity of substitution among at least some CPI item-area strata is not zero. But we believe it likely that the evident sensitivity to relative price changes arises from substitution across strata within areas, not across areas. Indeed, the CPI’s assumption of zero elasticity of substitution across areas strikes us as more plausible than the geometric-means index's assumption of a unit elasticity of substitution across areas, as well as across items within areas. Moreover, although the Törnqvist index will handle the case of zero elasticity of substitution, there might be a case for imposing it to reduce the impact of noise in the estimated expenditure shares.

Table 2 shows the effect of imposing a zero elasticity of substitution across areas. The first two columns repeat the results for the Törnqvist and geometric indexes from Table 1, with one extra decimal point of precision. The next two columns show the results we obtain
when we rule out the possibility of substitution across areas. Specifically, we apply the Törnqvist and geometric indexes within areas and then aggregate the area-level indexes using the Laspeyres formula based on 1986 weights. The last two columns give the differences between the restricted and unrestricted estimates.

The differences between the unrestricted and restricted versions of the Törnqvist index are very small. Indeed, at first glance, this result appears to be a powerful victory for superlative index numbers: The standard Törnqvist index appears to be capable of tracking zero-elasticity behavior remarkably well.

But the geometric index also differs little when a zero elasticity of substitution across areas is imposed. Given that the geometric index assumes a unit elasticity, we would have expected a more substantial difference if relative price variation across areas were substantial. Hence, Table 2 may be best interpreted as showing that relative price variation across areas is insubstantial, in which case there would be little bite to imposing a zero elasticity.9

We also tried inverting the order of operations involved in imposing the zero-elasticity index. Specifically, we tried applying the Laspeyres aggregator across areas first, and then applying the Törnqvist aggregator across items. The resulting index can be interpreted as a “national” version of the CPI because it treats the entire country as one area. (A true national index would be based on a probability sample drawn for that purpose.) This index increased about 0.2 percentage point per year faster, on average, between December 1986 and December 1995 than did the standard Törnqvist index. That the “national” index grows more quickly is a consequence of Jensen’s inequality.

Our results suggest that research on appropriate national sampling weights is required before the Boskin Commission’s (1996) recommendation that some items be priced on a national basis could be implemented.

### REAL-TIME FEASIBLE PRICE INDEXES

Using the Törnqvist or Fisher indexes presented in the previous section, one can estimate an index free of the across-strata effect currently afflicting the CPI. But owing to delays in the availability of the required expenditures data, these superlative indexes cannot be computed on as timely a basis as is possible with the current CPI. In this section, we explore the performance of an alternative index formula implementable in real time.

Our aim is to produce an approximation of the Törnqvist index that can be computed using the data available to the BLS when it assembles the CPI. The BLS has the price relatives with a lag of less than one month, but the expenditure shares for year \( y \) are not available until about September or October of year \( y+1 \).

The evidence presented in the previous section suggests that the CPI—a Laspeyres-type index—grows more quickly than either the Törnqvist index or Fisher’s Ideal index; however, an index based on geometric means grows more slowly. Accordingly, we look for an intermediate case from within the family of utility functions that exhibit a constant elasticity of substitution (CES) across items.10

We construct the real-time index as follows:

\[
P_{y,m}^{RT} = \frac{p_{y,m}^{CES}}{p_{y-1,12}^{CES}} 
\]

We calculate the numerator of Equation 8 as follows:

\[
P_{y,2}^{CES} = \left[ \sum \omega_{i,y} \left( \frac{p_{i,y,m}}{p_{i,y-2,12}} \right)^{1/(1-\sigma)} \right]^{1/(1-\sigma)},
\]

where \( \sigma \) is the elasticity of substitution between items (assumed to be identical for all possible pairs of goods). Because we use expenditure shares from year \( y-2 \), and those expenditure shares are avail-

---

9 Two of the differences for the geometric means estimator are negative. If the estimator were chained, this would not be possible. However, because we use a fixed-base estimator, there is no restriction on the sign of the difference.

10 We are grateful to Brent Moulton for suggesting that we investigate the CES family of utility functions as the basis for a real-time index.
able by the end of year $y-1$, Equations 8 and 9 are implementable in real time, at the monthly frequency.

Lloyd (1975) and Moulton (1996) show that Equation 9 would be exact for the cost of living if the utility of the representative agent came from the CES family and if the expenditure shares were measured during the same period as the denominator of the price relatives. Just as we suggested might be done with the formulas presented earlier, Equation 9 might be further refined by centering the price relatives within the period during which the expenditure shares are measured. In addition, the expenditure shares could be updated to the period during which the denominator of the price relative is measured. Finally, the underlying quarterly data on expenditures could be employed.

Table 3 compares annual rates of change in the cost of living, calculated using five

<table>
<thead>
<tr>
<th>Year</th>
<th>CPI</th>
<th>CES $\sigma = .6$</th>
<th>CES $\sigma = .7$</th>
<th>CES $\sigma = .8$</th>
<th>Törnqvist</th>
</tr>
</thead>
<tbody>
<tr>
<td>1988</td>
<td>4.41</td>
<td>4.13</td>
<td>4.11</td>
<td>4.09</td>
<td>4.07</td>
</tr>
<tr>
<td>1989</td>
<td>4.65</td>
<td>4.23</td>
<td>4.21</td>
<td>4.19</td>
<td>4.21</td>
</tr>
<tr>
<td>1990</td>
<td>6.16</td>
<td>5.63</td>
<td>5.58</td>
<td>5.54</td>
<td>5.63</td>
</tr>
<tr>
<td>1991</td>
<td>3.00</td>
<td>2.68</td>
<td>2.68</td>
<td>2.67</td>
<td>2.77</td>
</tr>
<tr>
<td>1992</td>
<td>2.96</td>
<td>2.64</td>
<td>2.61</td>
<td>2.58</td>
<td>2.61</td>
</tr>
<tr>
<td>1993</td>
<td>2.74</td>
<td>2.51</td>
<td>2.49</td>
<td>2.46</td>
<td>2.45</td>
</tr>
<tr>
<td>1994</td>
<td>2.65</td>
<td>2.59</td>
<td>2.58</td>
<td>2.56</td>
<td>2.54</td>
</tr>
<tr>
<td>1995</td>
<td>2.57</td>
<td>2.36</td>
<td>2.35</td>
<td>2.33</td>
<td>2.32</td>
</tr>
<tr>
<td>Mean</td>
<td>3.64</td>
<td>3.35</td>
<td>3.32</td>
<td>3.30</td>
<td>3.32</td>
</tr>
<tr>
<td>Mean Std. dev.</td>
<td>1.21</td>
<td>1.11</td>
<td>1.10</td>
<td>1.09</td>
<td>1.11</td>
</tr>
</tbody>
</table>

*Percentage points per year. The columns headed by values of $\sigma$ report the CES index for elasticities of substitution equal to 0.6, 0.7, and 0.8.
different aggregation formulas. Column 1 uses the CPI aggregation formula and weights, thus repeating the first column from Table 1. We drop the observation for 1987 because we are using lagged expenditure shares in the computation of the CES indexes. Columns 2 through 4 present the results of implementing Equations 8 and 9, for three different assumptions about the elasticity of substitution: $\sigma = 0.6, \sigma = 0.7,$ and $\sigma = 0.8$. Finally, column 5 uses the Törnqvist aggregation formula (repeating the fourth column from Table 1). The top panel of the table shows the rates of change in the various indexes, while the bottom panel shows the differences between the non-Törnqvist and Törnqvist indexes.

As we noted in the previous section, the CPI grows more rapidly than the Törnqvist. The same is true for the CES index with $\sigma$ set equal to 0.6. With $\sigma$ set equal to 0.7, however, the average growth in the CES index is almost exactly the same as the average growth in the Törnqvist index during this period. With $\sigma$ set equal to 0.8, the CES grows a bit too slowly. The standard deviation from zero of the discrepancy between the CES (with $\sigma$ equal to 0.7) and the Törnqvist is 0.04 percentage point per year. Assuming these discrepancies are distributed normally, 90 percent of them should lie between –0.07 percentage point per year and 0.07 percentage point per year. In fact, with only one exception, all discrepancies are 0.05 percentage point per year or smaller in absolute value. By way of comparison, we note that the smallest discrepancy for the CPI aggregator is 0.12 percentage point per year, and the standard deviation of the discrepancies for the CPI formula is also 0.12 percentage point per year.

These results suggest that the CES utility function can be used to substantially eliminate the across-strata effect in the CPI in real time. In common with the conventional Laspeyres and geometric-means formulas, the CES functional form we have implemented makes the strong assumption that the elasticity of substitution is the same across all pairs of items. This restriction is unlikely to hold: The elasticity of substitution between chicken and beef is surely greater than the elasticity of substitution between beef and, for example, children’s clothing. The approximation of equal elasticities of substitution will cause changes in the relative price of close substitutes to contribute too much to the change in the cost of living and changes in the relative price of poor substitutes to contribute too little. The elasticity of 0.7 makes such errors cancel in the sample. If the BLS were to implement a procedure like ours, it would be well-advised to monitor that such cancellation continues to occur in the future. In particular, the BLS should make adjustments to $\sigma$ so that the average difference between the index using the projected expenditure shares and the Törnqvist index (once the actual shares become available) remains close to zero.

Our calibration exercise can be viewed as involving a crude form of estimation. One way to refine the procedure would be to make the estimation explicit rather than implicit. This could be done by estimating a demand system for the items in the CPI market basket and then calculating the exact cost-of-living index for the estimated system. Indeed, we intend to pursue this approach. In effect, this effort will represent a throwback to some of the earlier literature on the substitution bias. Of course, like the earlier authors in this genre, we will have to take a stand on various issues, including the choice of functional form. Nonetheless, this seems to us to represent a promising avenue if the goal is to create a timely price index free of the across-strata bias.

**DISCUSSION**

One of the aims of this article is to explore the practicalities of computing a timely price index that does not suffer from systematic across-strata bias. Lags in availability of expenditure data make superlative price indexes feasible only after a certain passage of time. The results of the previous section show it is possible to produce an approximation to the Törnqvist index that is both feasible in real time and quite accurate.
A number of issues deserve further exploration. First, we have only looked at year-to-year inflation rates, but month-to-month rates are of great interest as well. Although we have not examined monthly data, we give a formula for an approximation to the cost-of-living index that can be implemented in real time (i.e., with the same timeliness as the CPI is now published). Second, in our consideration of annual inflation rates, it made sense to use calendar-year expenditure shares. The underlying expenditure data, however, are available on a quarterly basis. A more refined procedure than the one we have proposed here might be based on a moving average of four quarters' worth of data. The empirical properties of an index constructed along these lines should be investigated. Moreover, it is not obvious that four quarters is the optimal span of time during which to average the expenditure data. The trade-offs involved with shorter and longer periods of averaging should be explored. Third, it would be useful to develop an algorithm for updating the elasticity of substitution in the context of the formula we propose for a real-time index. It would be useful as well to test that algorithm in Monte Carlo simulation to see, for example, how quickly the statistical agency is likely to be able to identify a change in the elasticity of substitution and change the assumed parameter value accordingly.

We have intentionally hamstrung our analysis by accepting the CPI's current item-area structure. In particular, the CPI's area structure requires a substantially richer data set than is needed to produce a national price index. Although area-level indexes might be useful for some purposes, they need not be the building blocks of a national index. It is worthwhile to investigate the building of a CPI from national indexes of the component goods and services. Indeed, with a national index, it might be possible to use other sources (e.g., the Retail Trade Survey) to develop more timely estimates of expenditure shares than the CEX provides.

Finally, some elusive empirical puzzles remain. Why is there not a more pronounced tendency for the estimates of the across-strata effect to drift up as the base period grows more remote? The failure of this to occur is all the more puzzling since it seems to have been a prominent feature of various price indexes in the national income and product accounts before those indexes were shifted to a Fisher's Ideal basis. Also, why does imposing zero elasticity of substitution across areas make so little difference in the estimated rate of growth of the cost of living? These remaining puzzles demonstrate a need for more research in this most thoroughly examined area of CPI bias.
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Appendix

**DATA SET**

Robert Cage of the BLS prepared the data set that forms the basis for this article. The data set was made available to us in December 1996. It includes monthly price indexes for 9,522 item-area strata (46 areas and 207 items), annual expenditures by stratum, and official CPI relative-importance weights as of December 1986 by stratum. (See page 111 for the definition of a relative-importance weight).

We modified the data set in the following manner. First, we identified and adjusted four outliers in the price data set, all having to do with rebates of utility charges. Three of these pertained to natural gas charges (area 17, April 1990; area 45, July 1990; and area 45, March 1992). In these cases, a rebate from the natural gas utility to its customers was sufficiently large as to nearly offset the typical customer’s normal monthly bill. The BLS interpreted this as implying that the “price” for the month had been nearly zero. We interpret the “price” for the month to be the marginal cost of a unit of natural gas, which remained positive. (If anything, the rebates reflected news about the marginal cost in some previous month or months.) Lacking any measure of this marginal cost, we impute in all three cases, using the reading from the preceding month. The same situation arises once with respect to local phone services (area 16, December 1989). Only the phone observation is relevant for our results in this article, because we use only December price readings.

The second modification we made to the data set was to consolidate the data for Columbus, Ohio and Milwaukee, Wisconsin, and likewise for Phoenix, Arizona and Portland, Oregon. When the 1982-84 weights were originally introduced in 1987, the BLS was collecting prices in 46 areas, including Columbus and Phoenix. Budgetary pressures forced BLS, however, to reduce its coverage from 46 areas to 44, so it ceased collecting price and expenditures data in Columbus and Phoenix. To maintain representation of those cities in the official index, BLS increased the weight given to price changes observed in Milwaukee and Portland. To work with a uniform panel, we effectively extended this imputation procedure backward from the spring of 1988 to the beginning of the data set. We implemented this modification by attributing the sum of the expenditures shown in the data set for Columbus and Milwaukee to Milwaukee and dropped Columbus from the data set. Similarly, we attributed the sum of the expenditures shown for Phoenix and Portland to Portland and dropped Phoenix.