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One of the key challenges of monetary policy is to forecast the links between policy actions and the ultimate objective of stabilizing prices. Measures of the money supply have long been considered links between monetary policy actions and the course of nominal spending and prices. Central banks around the world adopted monetary targets to stop the acceleration of inflation in the 1970s. The strategy worked to end the acceleration of inflation and to lower the inflation rate to moderate levels. The occurrence of high and accelerating inflation, however, triggered financial innovation and deregulation, two processes that seem to have destabilized the income velocity of money. In response, central banks have begun to target their objectives more directly. In some cases, such as New Zealand, Canada and the United Kingdom, they have adopted explicit multi-year targets for inflation. In others, such as the United States, the monetary targets were deemphasized and the de facto policy appears to be something like nominal GDP growth targeting. The question is whether any role remains for intermediate monetary targets.

In the United States, the Federal Reserve uses the interest rate on bank reserves, the federal funds rate, as a guide for supplying bank reserves, so that the monetary aggregates, even the monetary base, are not directly controlled. Here I assume the monetary authority makes policy operational by setting quarterly targets for either nominal spending growth or the rate of inflation. Thus, using a monetary aggregate as an intermediate target implies a multi-stage process that can be diagrammed in the following way:

The monetary aggregate used as an intermediate target ideally has two properties: First, the monetary aggregate ought to be controllable in the sense that policymakers know where to set the policy instrument in order to obtain the desired growth in the money supply. Second, it should have a predictable, though not necessarily stable, relationship with the nominal target variable. If the nominal target variable is nominal GDP, then the intermediate monetary aggregate ought to have a predictable velocity. If the target variable is inflation, then the demand for real money balances ought to be predictable.

No intermediate target will be perfect with regard to these two properties. An intermediate target, however, will be a more useful link between policy actions and the nominal target if its errors as an indicator are small and negatively correlated with the errors in controlling it. In other words, the two errors might largely cancel each other on a regular basis, implying that an intermediate monetary target could potentially improve the policy process.

Control error, which results from imprecise policy control over the growth of central bank credit and thereby the money supply...
measures, forces policymakers to forecast the effects of policy actions on the monetary aggregates. The study of control error is not new, although the present analysis brings different statistical techniques to bear. Other empirical studies of monetary control published in this Review include Andersen and Karnosky (1977) and Thornton (1992). In related work, Feldstein and Stock (1993) suggest using M2 as an intermediate target when the nominal target is nominal GDP. They propose a system of uniform reserve requirements on all M2 accounts to remedy the control problem. This article, in contrast, explicitly considers control error as part of monetary policymaking with money as an intermediate target.

Much previous research has focused on the relationships between the monetary aggregates and the path of nominal GDP, that is, their velocities. This research has often sought to determine which aggregates have stable velocities. The implication has been that the best intermediate target is the monetary aggregate with the most stable velocity. For example, based on the apparent long-run stability of M2's velocity from the late 1950s through the late 1980s, many people viewed it as a reliable nominal anchor (Hallman, Porter and Small, 1991). In the early 1990s, however, M2 velocity increased at a time when its opportunity cost generally decreased by a sufficient amount to raise doubts about the stability of its velocity (Feinman and Porter, 1992; Ritter, 1993).

The comparisons between aggregates in this article, on the other hand, focus on the predictability of an aggregate's velocity, not its stability. Furthermore, in the literature on intermediate targeting, the dual problems of monetary control and velocity are acknowledged but they are often addressed separately. This article addresses both jointly in a consistent statistical framework. One caveat, however, is that one time-series forecasting method will be used. Thus, the results are conditional on this method and may be sensitive to changes in the methodology.

This article quantitatively investigates the twin issues of controllability and indicator quality associated with using one of the monetary aggregates as an intermediate target. Restated in concrete terms, the issues are: First, how predictable is the relationship between changes in the funds rate and growth in monetary aggregates? Second, how predictable is the relationship between the monetary aggregates and the nominal targets (nominal GDP growth and inflation)? Third, which monetary aggregate would likely produce the compound forecast error (instruments to money to nominal target) with the smallest variance?

The next section describes the forecasting model used to generate estimates of the error variances in the links between the funds rate, alternative monetary intermediate targets, and two alternative nominal targets: nominal GDP growth and inflation. The third section presents empirical results which consist of one-step-ahead, mean-squared forecast errors for the control error, the velocity error and their sum, the compound error, along with tests for serial correlation. I also perform Bartlett tests for equal variance among the compound errors for the alternative monetary intermediate targets. The fourth section summarizes the results and concludes with policy implications.

**Using Money to Link Policy Actions to Nominal Target Variables**

This article includes two sets of results, depending on whether the operational goal of policy is to steer nominal GDP growth or inflation. Of course, long-run inflation will tend to equal long-run nominal GDP growth minus growth in potential real GDP, but in the short run, nominal GDP and inflation may differ in the extent to which they have predictable relationships with the monetary aggregates.

I study four different measures of the money supply as potential intermediate targets: the adjusted monetary base (MB) as calculated by the Board of Governors; M1; M2; and a newer measure called M2-Plus (M2+), which consists of M2 augmented by bond and equity mutual funds.

In equation 5 below, GDP stands for nominal GDP and \( \pi \) for the federal funds rate. The rate of nominal GDP growth accompa-

---

1 Thornton (1992) also discusses the possibility of applying reserve requirements across all M2 accounts.

2 For a broad survey of potential intermediate targets for monetary policy, including variables other than monetary aggregates, see Intermediate Targets and Indicators for Monetary Policy, a publication of the Federal Reserve Bank of New York.

3 See Orphanides, Revell and Small (1994) and Collins and Edwards (1994) for a complete description of M2+. 

nying a given change in the funds rate can be written as the sum of three components: the predicted growth in GDP given predicted growth in the monetary aggregate; the predicted growth in the monetary aggregate given the change in the funds rate; and an overall forecast error:

\[ \Delta \ln \left( \frac{GDP}{1 + ff} \right)_t = \Delta \ln \left( \frac{GDP}{MB} \right)_{t|-1} + \Delta \ln \left( \frac{MB}{1 + ff} \right)_{t|-1} + e_{gi} \]

(1)

\[ = \Delta \ln \left( \frac{GDP}{M1} \right)_{t|-1} + \Delta \ln \left( \frac{M1}{1 + ff} \right)_{t|-1} + e_{2i} \]

(2)

\[ = \Delta \ln \left( \frac{GDP}{M2} \right)_{t|-1} + \Delta \ln \left( \frac{M2}{1 + ff} \right)_{t|-1} + e_{3i} \]

(3)

\[ = \Delta \ln \left( \frac{GDP}{M2+} \right)_{t|-1} + \Delta \ln \left( \frac{M2+}{1 + ff} \right)_{t|-1} + e_{4i} \]

(4)

\[ = \Delta \ln \left( \frac{GDP}{1 + ff} \right)_{t|-1} + e_{5i} \]

(5)

where \( t \mid t - 1 \) denotes the value forecasted for time \( t \) using information available through time \( t - 1 \).

The forecast error in equation 5, \( e_{2i} \), is based on a direct forecast of the relationship between the funds rate and nominal GDP growth, without reference to an intermediate target. This forecast error will serve as a baseline against which the others, \( e_{1i}, ..., e_{4i} \), are measured, that is, the extent to which an intermediate target reduces the overall or compound error. The forecast errors, \( e_{1i}, ..., e_{4i}, e_{5i} \), are compound errors in that they equal the sum of the velocity forecast error and the control error. For example, for \( M1 \)

\[ e_{2i} = \Delta \ln \left( \frac{GDP}{M1} \right)_t - \Delta \ln \left( \frac{GDP}{M1} \right)_{t|-1} + \Delta \ln \left( \frac{M1}{1 + ff} \right)_t - \Delta \ln \left( \frac{M1}{1 + ff} \right)_{t|-1} \]

\[ = velocity \ error \ + \ control \ error. \]

When discussing the results, I use root mean-squared forecast error as the criterion in judging, for example, whether \( e_{2i} \) is large relative to \( e_{5i} \). The paper also includes analogous comparisons in which inflation, measured by the percentage change in the implicit GDP price deflator, is assumed to be the nominal target of monetary policy. In this case, the price level is substituted for \( GDP \) and the error in predicting velocity is replaced with the error in predicting the demand for real balances in equations 1-5.

A FORECASTING MODEL FOR UNSTABLE RELATIONSHIPS

To generate the forecasts needed to estimate the magnitude of the uncertainty from control and velocity error for alternative monetary aggregates, I use two time-varying coefficient models that do not rely on stable relationships for their forecasts:

One is for the control relationship between the funds rate and money growth; the other is for the velocity relationship between money growth and growth in the nominal target. Two reasons not to rely on the existence of stable relationships are:

1. \( M2 \) velocity, which had been the most stable among the velocities of money, has not appeared stable in recent years; and
2. the relationship between monetary growth and changes in the funds rate almost certainly varies with factors such as the level of inflation, the stage of the business cycle and the degree of credibility of the central bank.

Bernanke (1993) and Eichengreen (1992) argue that the loss of credibility among central banks led to a shift from stabilizing speculative flows in the pre-World War I period to destabilizing speculative attacks in the inter-war period. One implication is that larger policy actions are needed to achieve the same result in the face of destabilizing speculation. Hence, the relationship between the policy instrument and money growth varies with central bank

*Note that all variables are measured as a percent.*
credibility. In the sample period used in this paper, 1959-94, the credibility of the Federal Reserve probably decreased in the 1970s when inflation accelerated in contradiction to stated policy objectives. The disinflation of the early 1980s, however, probably enhanced the credibility of the Federal Reserve, because it largely achieved its stated intention of reducing inflation. Moreover, at the statistical level, Duerer (1993) includes tests that reject constant-coefficient models of velocity growth in favor of time-varying coefficient models.

I implement a time-varying coefficient (TVC) forecasting model using the Kalman filter. The TVC model allows for heteroskedastic errors, which means the Kalman filter updates the inferred coefficients cautiously when the error variance is high and more liberally when the variance is low. This feature helps the model use the optimal signal-to-noise ratio each period when updating the coefficients and forming next period’s forecast.

To keep the forecasting models parsimonious, I limit the models to three explanatory variables: quarterly changes in the three-month and 10-year bond yields and lagged money growth. The changes in the three-month and 10-year rates summarize developments in the yield curve, which varies with the business cycle, and also indicates when asset substitution is likely to occur between short- and long-maturity assets. Thus, when forecasting changes in M1 velocity, for example, the third explanatory variable is lagged M1 growth:

\[
(6) \Delta \ln \left( \frac{M1}{GDP} \right)_{t-1} = \beta_{0i} + \beta_{1i} \Delta TB3mo_{t-1} + \beta_{2i} \Delta TB10yr_{t-1} + \beta_{3i} \Delta \ln M1_{t-1},
\]

where TB3mo is the three-month Treasury bill yield, and TB10yr is the constant maturity, 10-year Treasury bond yield. The coefficient on lagged M1 growth, \( \beta_{3i} \), is expected to have a negative sign because faster money growth does not generally lead to a one-to-one increase in nominal GDP growth immediately. The estimated coefficient tends to be less than unity because some of the stimulus is absorbed by decreases in velocity due to lagged adjustments, and because of time aggregation and other factors. The three-month and 10-year bond yields provide information about the changing opportunity costs of different types of savings accounts by providing information on yield curve spreads.

Similarly, the equation for predicting the relationship between changes in the funds rate and M1 growth takes the form

\[
(7) \Delta \ln \left( \frac{M1}{1+f} \right)_{t-1} = \beta_{0i} + \beta_{1i} \Delta TB3mo_{t-1} + \beta_{2i} \Delta TB10yr_{t-1} + \beta_{3i} \Delta \ln M1_{t-1}.
\]

The coefficients on the lagged short and long-term interest rates are both expected to be negative, because higher interest rates at all points along the yield curve will generally be associated with a higher funds rate and lower M1 growth. The coefficient on lagged M1 growth, on the other hand, does not have a clearly implied sign. When policy is geared toward disinflation, high M1 growth in the last period can portend substantial increases in the funds rate, implying decreases in the M1/funds rate ratio. When nominal interest rates are relatively stable, however, positive serial correlation in M1 growth rates can imply a positive coefficient.

The accompanying box contains plots of the time-varying coefficients for the M1 equations to illustrate the changes in relationships between variables in the sample period. Further details on the forecasting model are also in the appendix and in Kim (1993).

**Estimated Velocity and Control Forecast Uncertainty**

**Case I: Nominal GDP as the Nominal Target Variable**

Table 1 contains results for nominal GDP growth, including four cases with alternative intermediate monetary targets and one in which no intermediate target is employed. Control error refers to the error in predicting...
Changes in Time-Varying Coefficients

Figures 1-4 illustrate the changes in the coefficients on the variables explaining the growth in M1 velocity over time. The financial deregulation of the late 1970s and early 1980s appears to have brought structural change to M1 velocity that was only partially undone when the inflation rate stabilized in the mid-1980s. The drift in M1 velocity was steady until the late 1970s, when it decreased, never to return to its 3 percent annual upward trend of the 1960s and 1970s. The response of M1 velocity to changes in the three-month T-bill rate, for example, declined in an irregular pattern until the early 1980s when checkable deposits began paying interest. The response of M1 velocity to changes in the 10-year Treasury bond rate, on the other hand, has generally trended upward from the beginning of the sample period until the late 1970s. Since then it has been fluctuating around a positive value. The coefficient on lagged M1 growth is negative and suggests that high M1 growth today will lead to decreased velocity next quarter, although this elasticity was near zero when inflation was high in the late 1970s and early 1980s.

Figures 5-8 illustrate the estimated changes in the coefficients from equation 7. In general, the coefficients underwent relatively large changes or changes in their trend around the time the inflation rate was stabilized in the mid-1980s. In the late 1960s and 1970s, inflation gradually accelerated, and in the late 1970s and early 1980s disinflation occurred until the inflation rate stabilized at an annual rate of roughly 3 or 4 percent. The drift or intercept term in Figure 5 shows an upward trend until inflation stabilized and then decreased dramatically before resuming an upward trend again. The coefficients on the short- and long-term interest rates are negative as expected. The coefficient on the short rate, shown in Figure 6, became less negative until the mid-1980s, when it became more negative than in the 1960s. The response of the M1-federal funds rate ratio became more negative from the beginning of the sample period through the late 1980s. The coefficient on lagged M1 growth shifted from positive in the 1960s to negative during the period of high and volatile interest rates, and then became positive and larger as inflation and interest rates declined.

The relationship between the funds rate and money growth. Velocity error stems from the uncertain link between money growth and nominal GDP growth. Summing the errors yields the compound error. Moving across columns in Table 1, we start with control error. In the first column, we see that narrower measures of money are generally more controllable than broader ones. The Q statistics in parentheses indicate whether the forecast errors displayed significant serial correlation. The $\chi^2_{30}$ critical value is 36.4, which is exceeded only by the control error for the base. With this lone exception, however, the Q statistics are not significant in the control errors, the velocity errors or the compound errors in Table 1, so the forecasting models almost uniformly generate forecast errors which are not significantly serially correlated.

In the second column, the uncertainty in velocity is apparently not directly linked to the narrowness of the monetary aggregate. The base, M1 and M2 have very similar degrees of uncertainty in velocity. Hence, even though base and M1 velocity are not as stable as M2 velocity, they are roughly as predictable. In the third column, the uncertainty in the compound errors indicates that the variance of the sum is uniformly less than the sum of the variances, which implies that the covariances between control and velocity errors are negative. M1 has the lowest RMSE in the compound error, but is closely followed by the null choice of no intermediate target and the monetary base. To test whether the forecast error variance for M1 is significantly lower than the variances associated with the other measures, I performed Bartlett tests for equal variances...
across the compound errors. M2+ had the highest test statistic of 0.064, but this is still well below the $\chi^2$ critical value of 3.8. M1 has the lowest compound forecast error variance in the links between monetary policy actions and nominal GDP growth, but the other monetary aggregates have variances that are not significantly higher.

Since this exercise was conducted with quarterly data, however, this method of calculating the compound forecast errors may overstate control errors, because data on reserves, the base and monetary aggregates are available on a weekly basis. Within each quarter, policymakers could change the funds rate in response to any emerging control error to try to hit the end-of-quarter monetary target. In practice, however, the Fed seeks to mitigate excess volatility in short-term interest rates (Bryant, 1983). Thus, the claim that weekly money-supply data would allow the achievement of zero control error is not realistic either. The true degree of uncertainty lies somewhere between the control errors reported here and zero. Moreover, the ability of policy to respond to intra-quarter developments in money growth is difficult to quantify, given current Federal Open Market Committee (FOMC) procedures for changing the funds rate.
rate between regular meetings, which take place every six to eight weeks. Any attempt to adjust the estimated control errors for intra-quarter funds rate adjustments is beyond the scope of this study.

Case II: Inflation as the Nominal Target Variable

This section performs analogous, but not directly comparable, analysis of potential intermediate targets under the assumption that the rate of inflation is the nominal policy target. When inflation is the ultimate objective, it is necessary to forecast growth in the price level/money supply ratio (the negative of the growth rate of real balances), rather than velocity growth. The control errors are unaffected as we change the nominal target variable objective, except for the control error resulting from targeting the inflation rate directly from the federal funds rate, that is, with no intermediate target. With this exception, the first column in Table 2 is the same as in Table 1.

In the analysis of Table 2, we begin in the second column by noting that the base and M2 have the most predictable relationships with inflation. M1 has somewhat higher real balances error, but still achieves the lowest
Table 1
Intermediate Targetry Comparison
(nominal target: nominal GDP; policy instrument:
federal funds rate)

<table>
<thead>
<tr>
<th>Monetary Aggregate</th>
<th>Control Error</th>
<th>Velocity Error</th>
<th>Compound Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>None*</td>
<td>1.467</td>
<td>n.o.</td>
<td>1.467</td>
</tr>
<tr>
<td></td>
<td>(23.70)</td>
<td></td>
<td>(23.70)</td>
</tr>
<tr>
<td>Base</td>
<td>1.171</td>
<td>1.103</td>
<td>1.483</td>
</tr>
<tr>
<td></td>
<td>(40.95)</td>
<td>(17.01)</td>
<td>(26.68)</td>
</tr>
<tr>
<td>M1</td>
<td>1.349</td>
<td>1.122</td>
<td>1.500</td>
</tr>
<tr>
<td></td>
<td>(25.55)</td>
<td>(24.85)</td>
<td>(22.27)</td>
</tr>
<tr>
<td>M2</td>
<td>1.647</td>
<td>1.121</td>
<td>1.529</td>
</tr>
<tr>
<td></td>
<td>(31.35)</td>
<td>(20.66)</td>
<td>(30.85)</td>
</tr>
<tr>
<td>M2+</td>
<td>1.771</td>
<td>1.305</td>
<td>1.539</td>
</tr>
<tr>
<td></td>
<td>(31.98)</td>
<td>(20.86)</td>
<td>(29.73)</td>
</tr>
</tbody>
</table>

* Direct forecasts of GDP/funds rate relationship

Notes: Mean-squared forecast error (MSFE) for compound error is not equal to sum of MSFEs due to covariances between errors. Time period: 1964:Q1-1993:Q4. Q statistic for serial correlation in parentheses: 5 percent critical value with 24 degrees of freedom is 36.4

Table 2
Intermediate Targetry Comparison
(nominal target: inflation; policy instrument: federal funds rate)

<table>
<thead>
<tr>
<th>Monetary Aggregate</th>
<th>Control Error</th>
<th>Real Balances Error</th>
<th>Compound Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>None*</td>
<td>1.393</td>
<td>n.o.</td>
<td>1.393</td>
</tr>
<tr>
<td></td>
<td>(33.01)</td>
<td></td>
<td>(33.01)</td>
</tr>
<tr>
<td>Base</td>
<td>1.171</td>
<td>0.409</td>
<td>1.447</td>
</tr>
<tr>
<td></td>
<td>(40.95)</td>
<td>(17.41)</td>
<td>(28.32)</td>
</tr>
<tr>
<td>M1</td>
<td>1.349</td>
<td>0.710</td>
<td>1.243</td>
</tr>
<tr>
<td></td>
<td>(25.55)</td>
<td>(19.86)</td>
<td>(29.12)</td>
</tr>
<tr>
<td>M2</td>
<td>1.647</td>
<td>0.463</td>
<td>1.290</td>
</tr>
<tr>
<td></td>
<td>(31.35)</td>
<td>(22.59)</td>
<td>(40.91)</td>
</tr>
<tr>
<td>M2+</td>
<td>1.771</td>
<td>0.644</td>
<td>1.272</td>
</tr>
<tr>
<td></td>
<td>(31.98)</td>
<td>(17.88)</td>
<td>(38.21)</td>
</tr>
</tbody>
</table>

* Direct forecasts of inflation/funds rate relationship

Notes: Mean-squared forecast error (MSFE) for compound error is not equal to sum of MSFEs due to covariances between errors. Time period: 1964:Q1-1993:Q4. Q statistic for serial correlation in parentheses: 5 percent critical value with 24 degrees of freedom is 36.4

**SUMMARY AND CONCLUSIONS**

This article has shown that the errors in predicting the effect of policy actions—summarized by changes in the federal funds rate—on the growth of potential intermediate monetary targets (control errors) are often as large or larger than the error in predicting changes in the velocities of the monetary aggregates (velocity error). Thus, control error, an often-neglected dimension of using money as an intermediate target, appears to be of roughly equal concern as velocity error in evaluating alternative monetary aggregates as intermediate targets.

With respect to the question of whether to use M1 or M2 as an intermediate target, I find that, when accounting for both control and velocity error, M1 and M2 achieve compound forecast errors that are not significantly different from each other, whether nominal
GDP or inflation is the assumed nominal target variable. One obvious question, however, is whether the use of a monetary intermediate target offers any advantages relative to forecasting directly the effects of policy actions on the nominal policy target—nominal GDP growth or inflation. M1 is the only monetary aggregate with RMSEs uniformly lower than the RMSEs associated with direct forecasts of the relationships between the funds rate and both nominal GDP growth and inflation. Bartlett tests for equality of forecast error variances fail to find a statistically significant difference between the forecast error variances, however. Thus, the evidence in favor of using an intermediate target variable is not decisive.

The emphasis on control error in this article also serves to remind market participants that recent growth rates in the monetary aggregates do not necessarily represent the thrust of monetary policy, given that control and velocity errors are generally negatively correlated. Thus, control error introduces a potentially large difference between the rate at which the money supply is actually growing and the rate of effective or velocity-adjusted money growth. Thus, at times when observers have expressed concern about unusually fast or slow M2 growth, for example, it is likely that control error was responsible for much of the anomaly. Figure 9 illustrates this point by plotting the difference between actual M2 growth and the growth that would have taken place if there had been no control error, that is, if M2 had turned out as predicted. Figure 9 shows the relationships between predicted and actual M2 quarterly growth rates and inflation. In the late 1970s and early 1980s, predicted M2 growth signalled a tightening of monetary policy that preceded the disinflation of the early 1980s, whereas actual M2 gave no such signal. An increase in predicted M2 growth in the mid-1980s also indicated that the inflation rate would stop falling. Actual M2 growth rates, on the other hand, continued to decrease. In the early 1990s, predicted M2 growth has been consistently stronger than actual M2 growth, indicating that the inflation rate would not continue falling toward zero, as some analysts projected.

Figure 9 highlights the effect of M2 control errors on the latter part of the sample period. The graph includes the upper and lower limits for the FOMC’s announced M2 growth targets along with actual M2 growth and what M2 growth would have been absent control error. The chart shows that in 1991-93, M2 growth adjusted for control error was near the upper range of the FOMC target range, as opposed to actual M2, which languished near the bottom of the target range. The former was suggestive of the relatively strong economic recovery that developed in 1994, whereas actual M2 growth was not. Thus, adjusting M2 growth for the control errors can often provide a better policy indicator than the unadjusted data, which
can make policy appear more inflationary or disinflationary than it is.

REFERENCES
TIME-VARYING COEFFICIENTS

The time-varying coefficient model that generates the short-run forecasts is

\begin{align}
(1) & \quad y_t = X_{t-1} \beta_t + e_t \\
(2) & \quad \beta_t = \beta_{t-1} + v_t \\
& \quad v_t \sim \text{Normal}(0, \Omega),
\end{align}

where \( y \) is the dependent variable and \( X_{t-1} \) is a vector of explanatory variables. With time-varying coefficients, equation 1 (in the first section) will be estimated using the Kalman filter under the assumption that the state variables, \( \beta_t \), follow random walks. In a short-run forecasting context, the assumption that the coefficients follow random walks suggests that people need new information in order to change their view about the relationships among variables. The innovations, \( v_t \), to the coefficients are assumed to be uncorrelated, so the covariance matrix \( \Omega \) is diagonal.

The errors in equation 1, \( e_t \), have time-varying volatilities in that their variance is assumed to switch between a low and high level according to a first-order Markov process.\(^1\)

\[ e_t \sim \text{Normal}(0, h_t) \]
\[ h_t = \sigma_0^2 + \left( \sigma_1^2 - \sigma_0^2 \right) S_t \]
\[ S_t \in \{0,1\} \]
\[ \sigma_1^2 > \sigma_0^2 \]

Probability(\( S_t = 1 | S_{t-1} = 1 \)) = \( p \)
Probability(\( S_t = 0 | S_{t-1} = 0 \)) = \( q \).

By construction, this model allows for two sources of forecast error: error in predicting the value of the coefficients and the heteroskedastic random disturbance.\(^2\) In a model with time-varying coefficients,

\( y_t = X_{t-1} \beta_t + e_t \),

and the one-step-ahead forecasts are

\( y_{t+1|t} = X_{t-1} \beta_{t+1|t} \).

Thus, the forecast errors have two components and equal

\[ X_{t-1} \left( \beta_t - \beta_{t-1|t} \right) + e_t. \]

If the variance of

\( \left( \beta_t - \beta_{t-1|t} \right) \equiv R_{t-1|t} \) and \( \text{var}(e_t) \equiv \sigma_e^2 \),

the one-step-ahead forecast error variance is

\( H_t = H_{11} + H_{21} = X_{t-1} R_{t-1|t} X_{t-1}' + \sigma_e^2. \)

The first component \( (H_{11}) \) is called the variance due to time-varying parameters (TVP); the second \( (H_{21}) \) is simply the variance of the random disturbance, \( e_t \). Inferences regarding the relative sizes of the two sources of forecast error variance play an important role in updating the coefficients. Using the Kalman filtering equations, it can be shown that the forecast \( y_{t+1|t} \) can be written as

\( y_{t+1|t} = X_{t} \beta_{t+1|t-1} + Z_t \eta_{t+1|t-1}, \)

where \( X_t \) are the explanatory variables, \( \eta_{t+1|t-1} \) is last period's forecast error (and is thus the new information available), and \( Z_t \) is proportional to

\[ \frac{H_{11}}{H_{11} + H_{21}}. \]

If \( H_{11} \) is large relative to \( H_{21} \), observers would attribute less of a forecast error to a change in coefficients; rather, they would believe that it was likely to have been an outlier. A large value of \( H_{21} \) then implies that last period's forecast error will play a relatively small role in determining next period's forecast.

\(^1\) Further details on time-varying coefficient models with heteroskedastic errors are in Kim (1993).
\(^2\) Kim (1993) discusses the specific form the Kalman filter takes for this model and the evaluation of the likelihood function, which is maximized with respect to \( (\sigma_0^2, \sigma_1^2, p, q, \Omega) \), where \( \Omega = \sigma_e^2. \)