Is an Infrastructure Crisis Lowering the Nation’s Productivity?

The state of the nation’s public capital stock and its importance to the nation’s overall economic well-being have become the subject of widespread speculation, investigation and concern. This concern has been reinforced by a decline in the rate of growth of the public sector capital stock that began in the 1970s. This decline, some analysts argue, caused stagnation of U.S. productivity growth and a corresponding decline of the nation’s standard of living and in its international competitiveness. These analysts conclude that increased federal infrastructure spending is an urgent national priority with high expected returns. Their view is referred to as the infrastructure deficit hypothesis below. Candidates for the presidency in the 1992 elections lent credibility to this view and expressed strong commitment to boosting infrastructure spending. (The Clinton Administration’s infrastructure program, called “Rebuild America” and announced in February 1993, is described in the shaded insert on page 14.) This article reviews the claims made by proponents of the infrastructure deficit view and the evidence against it.

WHAT IS INFRASTRUCTURE?

Infrastructure refers to the relatively large physical capital facilities and organizational, knowledge and technological frameworks that are fundamental to the organization of communities and their economic development. It includes legal, educational and public health systems; water treatment and distribution systems; garbage and sewage collection, treatment and disposal; public safety systems, such as fire and police protection; communications systems, public utilities and transportation systems. The federal government’s principal involvement in infrastructure formation involves the military, legislative and judicial functions. The components of infrastructure in these areas largely are not physical capital, nor is the largest physical aggregate demand, output and employment. Recent policies adopted in Japan and proposed in the European Community (EC) take this approach. See IMF (1993, p. 34) and EC (1993) for discussions of the specific Japanese proposals of August 1992 and April 1993, and the June 1993 EC summit proposals, respectively. The discussion in each case emphasizes the conventional effects on aggregate demand and employment that some analyses suggest can arise from countercyclical fiscal stimulus programs.

See especially Aschauer (1989b,c) and Munnell (1990b). Aschauer has referred to the infrastructure problem as the nation’s third deficit (presumably along with federal budget and trade deficits), hence the view supported by his work is referred to as the infrastructure deficit here. Reich (1991) provides a useful summary of the view that there is an infrastructure deficit and that attention to it should be a central national priority.

A more traditional view of the role of public capital formation emphasizes its use a countercyclical tool for altering
cal component of public sector infrastructure, national defense, generally included in the discussion of the infrastructure deficit hypothesis. In this article, public infrastructure—or the public capital stock—is defined narrowly to include only tangible, nonmilitary public capital goods.\(^3\)

The key word in describing infrastructure above is system. Infrastructure typically requires relatively large initial capital outlays to provide services potentially to all persons in a geographic area; its incremental services are relatively cheaply provided to any new household. In many cases, physical units of infrastructure capital come in relatively large and "lumpy" units, such as highways, plants and buildings.

Table 1 provides a detailed breakdown of the components of public capital at the end of 1992, measured in current prices. This measure of the capital stock, which is net of depreciation, is an estimate of the replacement cost of capital at current prices; it is prepared by the Bureau of Economic Analysis of the U.S. Department of Commerce. The constant-dollar (1987 prices) net stock is used below to compare trends in the volume, or quantity, of public capital. The collection of public sector physical plant and equipment includes a broad range of capital goods, some of which, especially when held under private ownership, are not commonly thought of as infrastructure, and some which are not related to any special function of government.

**Public vs. Private Infrastructure**

Much of the infrastructure in a highly developed market economy such as the United States is privately provided and managed. Some examples include most electric and gas utilities; communications firms, such as telephone, radio, television and cable services; private educational institutions; and private providers of transportation services. Similarly, local governments have recently begun to privatize infrastructure by selling off public assets, contracting for the capital services (for example, private prisons or police), or mandating that private developers provide infrastructure capital to secure development approval. Significant private sector initiatives in areas like telecommunications, transportation and waste processing dominate U.S. infrastructure developments. Recently, mergers and joint ventures by cable companies, the Baby Bells, entertainment and other information and communication firms have accelerated the development of private communications infrastructure, especially the so-called information superhighway.

Other nations lead the way in privatizing public capital facilities, especially telecommunications and transportation, to promote efficiency and improve the quality and quantity of capital services, or simply to raise government revenue. While relatively more of these countries' infrastructure has been provided by the public sector in the past, many are currently privatizing infrastructure and shifting to private sector provision. Prominent examples include the Mexican and other telephone companies, the earlier privatization of Mexico's airlines, the privatization of infrastructure activities in Eastern European countries, and recent proposals to privatize railroads, airlines and communications systems in western Europe.\(^4\) The Japanese telephone company, Nippon Telephone and Telegraph (NTT), was privatized in 1985 and Japan recently began to privatize its railways.

**THE INFRASTRUCTURE DEFICIT VIEW AND TRENDS IN PUBLIC CAPITAL FORMATION**

According to the infrastructure deficit hypothesis, a decline in public capital formation began in the early 1970s and has reduced productivity in the nation's business sector. In addition, the hypothesis continues, the decline has reduced the rate of return to private capital formation, so that private capital formation has been reduced as well. This, in turn, has further lowered private sector productivity. Since productivity is the principal determinant of the nation's income per capita, the decline has caused ac-

\(^3\)This choice follows the practice of other researchers who refer to this measure of public capital as infrastructure. Other definitions, however, have been used. For example, a narrower definition can be found in the U.S. Congressional Budget Office (CBO, 1992), which defines infrastructure to include highways, mass transit, rail, aviation, water transportation, water supply and waste water treatment. The study indicates that some of the excluded areas could also be considered to be infrastructure.

\(^4\)For example, the EC leaders agreed on June 16, 1993, to end state-owned telephone monopolies in six EC nations by 1998, while four other countries (Greece, Portugal, Spain and Ireland) were given an additional five years, and Luxembourg and, perhaps, Belgium were given two additional years. See Wall Street Journal (1993) and Reuters Limited (1993).
According to this view, a decline in the nation's real income and international competitiveness.

The growth of the nation's stock of public sector capital slowed sharply in the late 1960s and in the early 1970s. The infrastructure deficit view focuses on this decline in the trend growth of public capital. Figure 1 shows the net stock of nonmilitary fixed public sector capital measured in 1987 prices. While the capital stock has climbed steadily, its growth rate slowed in the early 1970s. Proponents of the infrastructure deficit view often measure the public capital stock relative to private sector employment and show that such capital per worker fell beginning in the mid-1970s. In their view, public capital yields services in private sector production so that, like private capital, its contribution is best assessed by measuring its quantity relative to private sector employment. Public capital is aimed at providing services to all residents, however, especially children and the aged. Thus, a broader assessment is afforded by its availability per person.

On a per capita basis, the public capital stock (Figure 2), including the federal as well as state and local governments, nearly doubled between

| Table 1 |
|---|---|---|---|
| The Composition of the Net Stock of Public Capital: 1992 (end of year, billions of dollars) |
| | Federal | State and local | Total | Percent of total* |
| Nonmilitary structures | $247.5 | $1,656.0 | $2,103.5 | (90.6%) |
| Highways and streets | 16.4 | 716.6 | 733.0 | (31.6) |
| Educational buildings | 1.2 | 327.1 | 328.3 | (14.1) |
| Other buildings | 36.1 | 240.2 | 276.3 | (11.8) |
| Hospital buildings | 12.2 | 51.7 | 63.9 | (2.6) |
| Water supply facilities | - | 119.3 | 119.3 | (5.1) |
| Sewer systems structures | - | 198.0 | 198.0 | (8.5) |
| Conservation & development | 145.1 | 36.7 | 181.8 | (7.8) |
| Industrial buildings | 25.6 | - | 25.6 | (1.1) |
| Other structures | 10.9 | 166.5 | 177.4 | (7.6) |
| Nonmilitary equipment | 62.3 | 155.7 | 218.0 | (9.4) |
| Nonmilitary structures and equipment | 309.8 | 2,011.6 | 2,321.4 | (100) |
| Military equipment | 420.9 | - | 420.9 |
| Military structures | 115.3 | - | 115.3 |
| Total (including military) | 846.0 | 2,011.6 | 2,857.6 | (123.1) |
| (36.4) | (86.7) | (123.1) |

*S Shares of the nonmilitary total are given in parentheses. Components may not add to total due to rounding.

Sources: Unpublished data provided by the National Income and Wealth Division (BE-54), Bureau of Economic Analysis, U.S. Department of Commerce.

---

An earlier debate over the role of infrastructure focused on many of the same issues as the recent discussion of public capital formation. This earlier literature concerned the mainstream view of the indispensable role of the railroad in 19th-century economic growth. Fogel (1964) relied heavily on the role of substitutability of competing transportation modes in his seminal work rejecting this hypothesis. In his analysis of the railroad's contribution, he also addressed the role of substitutability in both private and public provision and in financing.

There is a built-in bias in the United States favoring excessive investment in public physical capital facilities, however, which must be kept in mind in discussions of the public capital stock. This bias occurs because the public sector is not taxed on the return or benefits from public capital formation, while the private sector is taxed on the benefits from private sector capital formation. As a result, capital formation is restricted in the taxed private sector and the cost of capital to the public sector is lowered, boosting public capital. In addition, public capital formation is often financed by the sale of tax-free bonds, which means that these projects face a taxpayer-subsidized, lower cost of capital than private capital formation. If government decisionmakers look only at their direct cost of finance rather than the social opportunity cost (the before-tax return on private capital), they will tend to invest in projects with benefits that are worth less than their cost to taxpayers. In this sense, the nation would "overinvest" in public capital.
Figure 1
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1950 and 1971, but then showed little change for the next 20 years, averaging about $7,600 per person, measured in 1987 prices. Such slowing is the basis for the view that the nation has been deficient in providing for its infrastructure.\(^7\) Of course, a slowing in the growth of the capital stock may reflect a decline in demand and not a deficient supply, but this is the standard used in recent discussions of the nation's public capital stock. Similarly, a rise in the public capital stock may exceed or fall short of demand growth so that, again, the change in the stock is not strong evidence about the optimality of the nation's public capital.

Advocates of the infrastructure deficit view suggest that the problem arose at the federal level and that it requires a federal solution, but these conclusions are not supported by the composition of public capital and its trends. Table 1 shows that about 86 percent of the nation's public capital stock is held by state and local governments; it is these governmental units that make decisions to augment it.\(^8\) Figure 2 also shows that federal nonmilitary capital has been about $1,100 per person (1987 prices) since 1950. There has been essentially no upward (or downward) trend in this level, either before or after the early 1970s.

Thus, it is difficult to see that federal government holdings of capital have played a role in the slowing in overall public capital formation. Finally, Figure 2 suggests that public capital formation resumed its growth beginning in 1984. Thus, if the previous slowing was a problem, it appears to have ended almost a decade ago.

\(^7\)Seeley (1993, pp. 35–7) suggests that a comparison with the earlier infrastructure trend, especially in the 1960s and early 1970s, overstates the decline. In particular, he refers to this earlier period as the “golden age of infrastructure development in the United States.” He cites the beginning of the Department of Transportation (1968), the Environmental Protection Agency (1969), and three new laws—the Solid Waste Disposal Act of 1965, the Urban Mass Transit Act of 1970 and the 1972 Water Pollution Control Act as the sources of this boom.

\(^8\)Seeley (1993) explains that this division of responsibility dates back to early debates over the role of the federal government in capital formation, especially for roads. Congress severely limited this role from the outset. The first major debate involved the Gallatin Plan, a proposal for federal road development, which was proposed in 1808 and ultimately rejected by Congress. In contrast, the role of the state governments dates back to early road and canal projects, especially New York Governor DeWitt Clinton’s construction of the Erie Canal, “Clinton’s Ditch,” which set off a wave of development of state-owned or financed canals.

---

**An International Comparison**

Is it really true that the U.S. has fallen behind? A common criticism of U.S. infrastructure policy is that foreign countries have more infrastructure and a faster pace of infrastructure formation than the United States.\(^9\) Ford and Poret (1991) have examined the public capital-private productivity link for 11 major industrial countries and find that the evidence of a link is not robust. Also, criticisms of U.S. infrastructure development ignore the relatively large U.S. private sector holdings of capital that, abroad, would be held by the public sector; this is especially the case in transportation, communications, and electric and gas utilities.\(^10\) It is not possible to construct a comprehensive and exactly comparable measure of infrastructure. Analysts would differ over the types of capital, and the various sectors to be included or excluded in constructing such a measure; moreover, it is not possible to obtain comparable detail or component measures for comparable sectors.

Table 2 provides some insight into these issues. The size of public capital formation relative to private capital formation in eight countries, including the United States, is shown for various five-year periods since 1960, where data are available.\(^11\) The table shows that public capital formation has generally slowed when measured relative to private capital formation or GDP in all of the countries except France. In the latest period, public capital formation continued to decline in all countries except the United States and France. Thus, the decline in U.S. public

---

\(^9\)Ford and Poret also note the distinction between public capital and a broader measure of infrastructure by measuring infrastructure narrowly as the public capital stock of “producers of government services,” and more broadly by including public and private capital stocks in electricity, gas and water, and structures in transportation and communications. They do find some support for a link between private productivity and the broader measure in a cross-country comparison, but they reject the public capital linking the narrower measure, and find that the significant results with the broader measure are not robust.

\(^10\)The capital formation data are from the Organization for Economic Co-operation and Development (OECD), except that this source contained no Japanese data; these were obtained from a national source. The countries shown are the only major industrial countries for which OECD reports data for most of the period. For example, data for Italy, the only G-7 country omitted in Table 2. are reported only for 1980-88.

---

\(^1\)See Aschauer (1989a), for example.
Table 2

<table>
<thead>
<tr>
<th>Period</th>
<th>Belgium</th>
<th>Canada</th>
<th>France</th>
<th>Germany</th>
<th>Netherlands</th>
<th>U.K.</th>
<th>U.S.</th>
<th>Japan</th>
</tr>
</thead>
<tbody>
<tr>
<td>1960-64</td>
<td>NA</td>
<td>23.39%</td>
<td>NA</td>
<td>17.94%</td>
<td>NA</td>
<td>13.22%</td>
<td>18.73%</td>
<td>41.36%</td>
</tr>
<tr>
<td>1965-69</td>
<td>NA</td>
<td>21.60%</td>
<td>NA</td>
<td>19.56%</td>
<td>NA</td>
<td>7.36</td>
<td>19.34</td>
<td>45.79</td>
</tr>
<tr>
<td>1970-74</td>
<td>NA</td>
<td>19.21%</td>
<td>NA</td>
<td>19.74%</td>
<td>21.61%</td>
<td>9.09</td>
<td>14.82</td>
<td>45.50</td>
</tr>
<tr>
<td>1975-79</td>
<td>20.34%</td>
<td>15.29%</td>
<td>14.62%</td>
<td>19.07%</td>
<td>20.24</td>
<td>6.12</td>
<td>11.09</td>
<td>59.83</td>
</tr>
<tr>
<td>1980-84</td>
<td>22.14%</td>
<td>14.04%</td>
<td>15.03%</td>
<td>15.37%</td>
<td>18.34</td>
<td>4.96</td>
<td>9.34</td>
<td>55.59</td>
</tr>
<tr>
<td>1985-89</td>
<td>12.83%</td>
<td>13.11%</td>
<td>16.36%</td>
<td>13.23%</td>
<td>13.58</td>
<td>4.46</td>
<td>9.96</td>
<td>38.66</td>
</tr>
</tbody>
</table>

Share of Public Capital Formation in Gross Domestic Product

<table>
<thead>
<tr>
<th>Period</th>
<th>Belgium</th>
<th>Canada</th>
<th>France</th>
<th>Germany</th>
<th>Netherlands</th>
<th>U.K.</th>
<th>U.S.</th>
<th>Japan</th>
</tr>
</thead>
<tbody>
<tr>
<td>1960-64</td>
<td>NA</td>
<td>4.07%</td>
<td>NA</td>
<td>3.95%</td>
<td>NA</td>
<td>1.98%</td>
<td>2.64%</td>
<td>7.76%</td>
</tr>
<tr>
<td>1965-69</td>
<td>NA</td>
<td>4.11%</td>
<td>NA</td>
<td>3.91%</td>
<td>NA</td>
<td>1.29</td>
<td>2.79</td>
<td>7.97</td>
</tr>
<tr>
<td>1970-74</td>
<td>NA</td>
<td>3.59%</td>
<td>NA</td>
<td>4.01%</td>
<td>4.27%</td>
<td>1.61</td>
<td>2.25</td>
<td>8.53</td>
</tr>
<tr>
<td>1975-79</td>
<td>3.59%</td>
<td>3.10%</td>
<td>2.95%</td>
<td>3.29%</td>
<td>3.48%</td>
<td>1.10</td>
<td>1.75</td>
<td>8.84</td>
</tr>
<tr>
<td>1980-84</td>
<td>3.13%</td>
<td>2.65%</td>
<td>2.75%</td>
<td>2.80%</td>
<td>2.95%</td>
<td>0.78</td>
<td>1.48</td>
<td>8.45</td>
</tr>
<tr>
<td>1985-89</td>
<td>1.84%</td>
<td>2.45%</td>
<td>2.78%</td>
<td>2.31%</td>
<td>2.41%</td>
<td>0.75</td>
<td>1.51</td>
<td>6.47</td>
</tr>
</tbody>
</table>

NOTE: The statistics for Germany refer to western Germany. Business excludes private, non-profit institutions serving households. The gross domestic product data are from the International Monetary Fund's International Financial Statistics.


capital formation is not unique and, as a share of GDP, it is small compared with the experience abroad.

Table 2 also shows that relatively more of investment (and economic activity) is determined by the public sector in Europe and Japan. In most periods shown, public capital is a larger percentage of private capital formation in all of the foreign countries (except the United Kingdom) than it is in the United States. Public capital formation has generally been a smaller share of GDP in the United States, according to these data, than in any of the other countries except the United Kingdom. While data from the 1960s are only available in a few countries, the decline in public capital formation as a share of GDP has not been smaller abroad than in the United States. Thus, it is hard to attribute any purported decline in U.S. competitiveness to a relative decline in the pace of public capital formation.

WHY HAS U.S. PUBLIC CAPITAL FORMATION DECLINED?

Two of the largest components of the nation's public capital stock (see Table 1) are highways and streets, and educational buildings. While the first is closely related to the notion of infrastructure, it is only one part of a much larger (and generally private) set of capital goods that includes automobiles, trucks, buses and trailers, which are involved in the provision of transportation services. Educational buildings (unlike the educational system, its organization, content, processes and outcomes) are less related to the infrastructure concept and also have a large private sector counterpart. These two components—highways and streets, and educational buildings—account for most of the slowing in the growth of U.S. public capital. Figure 3 shows these two components of public capital per person and total public capital per capita excluding these two.

12While France shows relatively stronger public capital formation, the French government has announced an extensive privatization program for 21 companies, including some of the largest in France. The program began in fall 1993. See Belsie (1993) and Riding (1993).
Figure 3
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components, called “other” in the figure. Excluding these two components, there was little or no slowing in public capital formation during the 1970s and early 1980s.

Tatom (1991b) argues that there are three principal reasons for the slowing in highway and street, educational building, and total public capital formation. First, the post-World War II baby boom and associated temporary surge in population growth played a major role in the subsequent decline in growth of the educational buildings stock and in the earlier growth of highways and streets, especially surrounding cities. The interstate highway system, began in the mid-1950s and largely completed by 1975, also contributed to a temporary surge in public capital formation and, subsequently, gave rise to part of the apparent slowing. Second, changes in the cost of driving played an important role in accounting for the decline in road capital formation. Following sharp increases in the price of oil and gasoline in 1973-74 and again in 1979-80, the growth of passenger-miles driven per person dropped very sharply. Reductions in the growth of highway and street use reduced the growth of this form of capital.

The third factor influencing roads, highways, educational buildings and other public capital formation is the price of such capital goods. From the early 1950s to the early 1960s, the

13The decline in the growth of the stock of educational buildings reflects the fact that the share of the school-age population (ages 5 to 24) rose from about 31 percent in 1949 to about 37.5 percent in 1971, then fell steadily to less than 29 percent in 1990. Not surprisingly, public educational buildings per person peaked in 1974. The subsequent decline in public educational buildings per person was smaller than the decline in its private educational counterpart. The slowing in highway and street capital formation was similarly not unusual when compared with private capital formation associated with road transportation; see Tatom (1993).
prices of public capital goods fell relative to the prices of private capital goods. Consistent with the law of demand, the quantity of public capital grew much faster than that of private capital goods over the period. Since then, and especially since the late 1960s, the relative price of public capital goods has climbed sharply; not surprisingly, the demand for, and quantity of, public capital has declined relative to private capital.\textsuperscript{14}

Two of the three factors depressing public capital formation began to reverse in the 1980s. The relative price of gasoline generally declined after 1980, falling dramatically in 1986, boosting road travel and the demand for highway and street capital. The share of the school-age population has nearly bottomed out as well. For example, the population ages 5 to 19 rose from 52.4 million in 1986 to 53.2 million in 1991 (the latest year available), after declining from a peak of 60.3 million in 1971.\textsuperscript{15} Not surprisingly, school districts have responded to the recent baby “boonlet” by building new schools. From 1983 to 1992, the stock of state and local highways and streets and educational buildings per person declined at a 0.2 percent rate, much slower than their 0.9 percent rate of decline from 1975 to 1983.

These two changes have resulted in a resumption of growth in the overall stock of public capital per person since 1983. During the 1975-83 period, the total stock rose at only a 1.1 percent rate, so the per capita total public stock rose at only a 0.1 percent rate. The only period of decline in the per capita total occurred from the end of 1980 to the end of 1983, when it fell at a 0.1 percent rate. From 1983 to 1992, the growth rate of the total public capital stock accelerated to a 1.7 percent rate and that of the per capita stock rose to a 0.7 percent rate. If there was an infrastructure deficit as measured by declining public capital per person, it ended in 1983.

Did Reduced Federal Funding Play a Role?

While the closer look above at the composition of public capital and its trends shows that federal government capital formation plays a minor role in public capital acquisition and the overall trend, the federal government does play a role in financing some state and local government capital formation. This financing role could account for some of the earlier slowing in public capital formation. Tatom (1993) shows, however, that changes in federal financing do not account for the past state and local slowing. The argument there uses data on overall federal grants-in-aid to state and local governments and the latter's public capital formation relative to GDP. The total grant is the relevant gauge of federal assistance for infrastructure development because of the fungibility of funds within state and local government budgets.\textsuperscript{16} These data are plotted in Figure 4. Most of the post-1968 decline in the share of public investment in GDP occurred before the share of federal grants to state and local governments in GDP peaked in 1978.\textsuperscript{17} The share of public investment showed a further slight decline from 1978 to its 1984 level of about 2 percent of GDP, but it rose to about 2.2 percent of GDP in 1985 through 1991, despite a further decline in federal grants until 1989.

\textsuperscript{14}In Tatom (1991b), the relative price of public capital to private capital is measured by the implicit price deflators for public nonmilitary investment and for private nonresidential fixed investment. It declined about 13 percent from 1954 to 1960, then rose about 56 percent from 1960 to 1989. As a result of the latter movement, in part, the quantity of constant-dollar net stock of nonmilitary public capital fell from about 58 percent of the constant-dollar net stock of nonresidential private capital in 1964 to about 42 percent in 1989.

\textsuperscript{15}See Council of Economic Advisers (1993), p. 381. The number of persons ages 20 to 24 continued to decline after 1986, falling 1.6 million from 1986 to 1991, so that the total for both groups may not have reached its trough in 1991.

\textsuperscript{16}Federal grants to state and local governments include funding for other programs besides capital outlays. Indeed, such grants are nearly four times as large as federal grants for state and local government spending on infrastructure capital. About 60 percent of federal infrastructure spending occurs through such grants. Also, see Moore (1992) for more detailed analysis of the growth of federal spending for infrastructure since 1989.

\textsuperscript{17}The share of federal grants for major public physical capital investment in GDP rose from about 0.2 percent in fiscal 1948-55 to 0.8 or 0.9 percent in 1976-80, then declined to 0.5 percent in 1987-92, according to the U.S. Office of Management and Budget (1993, p. 376). This pattern essentially mirrors, at a lower level, the pattern of total federal grants to state and local governments.
Since 1989, federal grants to state and local governments have ballooned, rising from 2.2 percent of GDP in the federal government's 1989 fiscal year to 2.8 percent in the 1992 fiscal year. These expenditures rose from $116 billion in fiscal 1989 to $167.8 billion in fiscal 1992 (a 44.7 percent increase); had their share in GDP not risen, such spending would have climbed to only $130.7 billion. Despite this $37.1 billion extra boost in funds available to state and local governments, there has been no change in public sector investment as a share of GDP.

Table 3 shows federal outlays aimed directly for public capital in selected years; it also shows GDP in each year to facilitate assessments of the growth of nominal expenditures. The table shows that federal outlays aimed at state and local capital formation are much larger than direct federal outlays. The table also shows that recent growth has outstripped overall growth in the nation's GDP. From 1989 to 1993, federal outlays grew 47.4 percent, more than twice as much as the 21.6 percent rise in GDP over the same period. Over the same period, grants to state and local governments for major public capital projects rose 39.6 percent, still nearly twice the percentage increase in GDP. Despite this surge, public investment as a percent of GDP changed little after 1989.\(^{18}\) The overall boost in federal government funding was apparently offset by reduced funding at the state and local levels.

Such a substitution in funding is not unusual. Earlier attempts by the federal government to boost specific state and local spending components have met with such substitutions.\(^{19}\) Thus,

---

\(^{18}\)The shaded insert to this article discusses the Administration's perspective on the role of public capital formation.

\(^{19}\)Bartlett (1992) describes several programs to boost state and local government employment that failed because of such substitution effects. The CBO (1986) provides strong evidence of such substitutability. Also, see CBO (1988), Gramlich (1978) and Jondrow and Levy (1984) for discussions of this phenomenon.
it is difficult to ensure that targeted assistance programs, such as those for public capital formation, will result in net increases in spending. New federal funding for state and local government capital spending may well finance projects that would have been done in any case; in turn, the savings these federal grants generate are used to fund more pressing current expenses instead of new capital formation.

**THE QUESTIONABLE EVIDENCE FOR THE PUBLIC CAPITAL-PRIVATE PRODUCTIVITY HYPOTHESIS**

The principal damage attributed to the infrastructure deficit, according to proponents of this view, is that it led to the stagnation of private sector productivity beginning at nearly the same time as the slowing in public capital formation. Statistical estimates by Aschauer (1989c) and Munnell (1990b) indicate that the public capital stock has an unusually large effect on private sector output, given the use of fixed amounts of private sector resources. 20 Criticisms of these estimates have arisen for several reasons outlined below.

**The Benefits of Public Capital Are Not Necessarily Reflected in Business Output**

Both Aaron (1990) and Musgrave (1990) criticize the Aschauer (1990) discussion for ignoring the fact that most of the services of public capital have no effect on measured national output, not to mention measured business sector output or, even more to the point, business sector productivity. Similarly, Aaron insists that “the argument that public sector investments contribute massively to measured national output is not strengthened by arguing that such investments contribute to items that do not appear in measured output” (p. 59). Even in the case of investments in airports or highways to reduce congestion costs, there are other benefits to the public besides increased efficiency of work and, therefore, greater business output. Time savings due to reduced congestion could result in increased work time and business output, but this

---

20 Ratner (1983) had obtained this result earlier, although his estimate was somewhat smaller. Holtz-Eakin (1988) also obtained similar results, although later (1992 and 1993) he presented more detailed analysis for cross-section and time-series results that rejected the hypothesis.
would not necessarily boost their ratio, or business sector productivity.¹¹

Public and Private Capital Are Substitutes

Proponents of the link between private productivity and public capital tend to ignore substitutability in public and private capital services.²² Increased highway stocks, for example, could raise the rate of return to trucking firms, but these gains come, in part, at the expense of lower social and business returns to public and private capital in water, rail, and air transport. Public projects involving locks and dams, airports or roads produce services that are likely to be substitutes for each other and for private capital services as well. The presence of such a substitutability relation reduces the expected returns from public capital formation and leads to offsetting reductions in the other components of the public capital stock and in the private stock. More importantly, these substitutions offset, in part, any gain in private output directly associated with a rise in one component of public capital.

Over the period 1929 to 1991, the growth rates (continuously compounded) of the end-of-year public and business sector capital (measured by the constant-dollar net stock of fixed nonresidential private capital) stocks have a contemporaneous correlation coefficient of -0.287, which is statistically significant at a 95 percent confidence level. Even within the government total there is no evidence of complementarity.

Eris (1993) suggests that reduced congestion and travel cost could lower real wages, leading to a lower level of marginal and average productivity of labor. The latter effect requires that the marginal and average productivity of labor are proportional and that employment rises. Output, employment and the typical consumer’s standard of living all rise in this analysis, but private sector productivity does not.

The Aschauer/Munnell estimates have been widely criticized as being implausible because of their sheer magnitude. Aaron (1990) focuses on their implausible real rate of return estimates for components of the capital stock. The real rate of return (ignoring nonmarket benefits) to private (public) capital equals what is called the marginal private sector product, or the contribution to private sector output of an additional unit of private (public) capital. Aaron points out that Aschauer’s estimates imply a real rate of return to some components of public capital that is about five times that of private capital (146 percent vs. 21 to 29 percent). Such estimates imply that moving a dollar of private investment spending to such public investment would boost output by more than $1.15 per year.

More recently, Aschauer (1993) has scaled back his estimate of the effect of public capital on private sector output. He now assumes that this marginal product of public capital is the same as that of the marginal product of private capital.²³ As a result, he has also scaled back his earlier claim that the slowdown in public capital formation accounted for all of the slowing in

¹¹Tatom (1993) suggests that reduced congestion and travel cost could lower real wages, leading to a lower level of marginal and average productivity of labor. The latter effect requires that the marginal and average productivity of labor are proportional and that employment rises. Output, employment and the typical consumer’s standard of living all rise in this analysis, but private sector productivity does not.

²²Aschauer (1989b) claims that public and private capital are complements, although he finds evidence that public capital formation crowds out private capital formation, dollar for dollar. Aschauer’s estimates using data on capital stocks, however, indicates that the stocks are complements. The apparent inconsistency in these results is not explained. Eris (1991) tests the relationship of private capital investment to public capital investment using Munnell’s data (1990a, 1990b) in an accelerator model. He finds evidence that public and private capital are not related, although a negative public capital formation coefficient (-0.07) found in the time-series data for 48 states suggest a substitute relationship and this effect is only marginally not statistically significant (t = -1.75) at a 5 percent level. Erenburg (1993) reports results supporting the complementarity hypothesis, although the statistical significance of the result is not indicated. The Erenburg result arises for private equipment, but not for private structures.

²³Government decisionmakers maximize the value of the nation’s resources, the opportunity cost of public capital would be the private rate of return on private capital adjusted upward up to reflect capital income taxation. Then the marginal benefit of public capital would be equal to the marginal product of private capital services. In practice, however, the cost of capital used in public decisions tends to be lower than it is for the private sector; thus, it is more likely that the marginal product of public capital is lower than that of private capital. See the discussion of the theory and practice of cost-benefit analysis in Musgrave and Musgrave (1989). Moreover, even if it were the case that the public sector decisionmaker equates the public cost of capital to the marginal benefit of public capital, the latter is composed of marginal nonmarket benefits plus any marginal private sector product of public capital. Thus, to the extent that government capital yields direct services to consumers, the marginal private sector product of public capital will be less than the marginal private sector product of private capital. When public decisionmakers pursue private benefits of their own, there is an additional incentive to “overinvest” in public capital by using a lower cost of public capital than otherwise.
The Shifting Policy Perspective on Public Capital Formation

Aaron (1990) has pointed out that one of the peculiarities of the infrastructure debate is how readily the evidence supporting the infrastructure view was accepted, despite the implausibility of the estimates. He argues that such evidence is welcome relief to those analysts who are “sick and tired—with good reason, in my view—of continuous and unsupported allegations that everything the government does is wasteful or harmful” (p. 63). He also points out how welcome the kind of results in Aschauer and Munnell are to groups who stand to gain from expanded infrastructure spending.

The two leading candidates for president in the 1992 election proposed increased federal infrastructure spending as critical priorities. For example, the Clinton campaign planned to boost federal infrastructure spending by $20 billion each year from 1993 to 1997 as part of a $50 billion per year program to “put America back to work—the most dramatic economic growth program since World War II.” The centerpiece of this growth program, called “Rebuild America,” included the extra $20 billion per year to rebuild America and develop the world’s best communication, transportation and environmental systems.2 Despite the public attention to the problem of the nation’s physical infrastructure, the proposed program represents a smaller overall boost in spending than the rhetoric might suggest. More importantly, the plan also contains a major shift toward technology developments (instead of physical capital formation) that are traditionally the province of the private sector.

The table shows the Clinton Administration’s path of planned new spending for Rebuild America from 1994 to 1998.3 Note that the proposed additional spending in each year does not reach $20 billion until 1998, and only then by including tax incentives for private capital. More importantly, most of the nearly $70 billion of increased “investment” in 1994-98 are not for public capital and infrastructure. Only about $27 billion of this total is for traditional public infrastructure spending in transportation, environmental, rural and community development (which also include funds for some housing stock rehabilitation programs). While this total excludes public housing and spending for new technology development (including short-haul aircraft research, high-performance computing, information highways, alternative fuels, vehicles and research on natural gas and fusion energy), it includes items that would result in little new physical capital formation, such as spending for smart cars/smart highway research, alcohol-related safety programs, and community development banks.

Proposed spending from 1994-98 also shows a significant change in the composition of federal programs. The current administration plans to devote an increasing share of spending to innovative activities. The emphasis in infrastructure spending has shifted to information networks and the technologies of the future, which are largely private sector activities in the United States. The technologies for fast computing, information highways and fiber-optic networks already exist and innovations are being implemented in the U.S. private sector (for example, through the use of existing super computers, the Internet system, private phone systems, and satellite communication centers, respectively). Expansion of fiber-optic networks and the introduction of information highway systems by the Baby Bells represent ongoing efforts to extend the use of the processes. There is even a pri-

1See Clinton and Gore (1992).
2The figures in the table are from Clinton (1993). Data from the Administration’s budget released on April 6, 1993, differ slightly. Aschauer apparently agrees with the shift in emphasis or broadened view of infrastructure described here. According to the Washington Post (1992), “Aschauer stresses that not all public investment will produce a big long-term return. For example, he opposes pork barrel highway projects, but strongly supports government investment in advanced technologies, such as ‘intelligent highways.’”
The Clinton Budget Plan: Rebuild America Public Capital Formation
(billions of dollars)¹

<table>
<thead>
<tr>
<th>Year</th>
<th>Rebuild America: total increase in public investment</th>
<th>Total, excluding energy, housing and technology ²</th>
<th>Technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>1994</td>
<td>$2.2 ($4.0)</td>
<td>$1.2 ($1.3)</td>
<td>$0.7 ($1.9)</td>
</tr>
<tr>
<td>1995</td>
<td>7.2 (10.1)</td>
<td>4.1 (4.4)</td>
<td>2.3 (3.8)</td>
</tr>
<tr>
<td>1996</td>
<td>11.2 (14.8)</td>
<td>6.0 (6.8)</td>
<td>3.4 (5.2)</td>
</tr>
<tr>
<td>1997</td>
<td>14.1 (18.6)</td>
<td>7.4 (6.6)</td>
<td>4.2 (6.2)</td>
</tr>
<tr>
<td>1998</td>
<td>16.0 (21.4)</td>
<td>8.2 (9.9)</td>
<td>4.5 (6.7)</td>
</tr>
<tr>
<td>1994-98</td>
<td>50.7 (68.9)</td>
<td>26.9 (31.1)</td>
<td>15.1 (23.7)</td>
</tr>
</tbody>
</table>

¹Numbers in parentheses are total investment outlays including tax incentives.
²Includes transportation, environmental, rural and community development.

NOTE: Numbers do not add to total due to rounding.

SOURCE: Clinton, A Vision of Change for America.

vately owned and funded high-speed rail system in the planning stage in Texas.

One indicator of the shift to competition with private sector activities is indicated in the table. Revitalizing technology, about one-third of Rebuild America, includes substantial sums for research and development in mainstream private sector activities. Most of the energy outlays and a substantial fraction of transportation, environmental and community development outlays are for similar projects. Ironically, as Butler (1992) shows, there is no evidence that total R&D, or public R&D, investments slowed in the late 1970s and 1980s, especially to the extent of the slowing in physical public capital.

The CBO (1991) discusses the federal role in spending on research and development, pointing out that returns to academic and basic research (about one-fourth of federal R&D spending) has significant positive effects on private productivity but that (except in health and agriculture) there is no consistent evidence of significant returns from federally applied R&D. Similarly, Griliches (1988) rejects a role for R&D movements in explaining the slowdown in private productivity growth. CBO (1991) refers to the fact that production function estimates find no consistent, positive effects of federal contract R&D expenditures on productivity as a "major puzzle."

The CBO argues that public R&D could crowd out private R&D, but that this interaction probably has only small overall importance. In research on new technology, however, government funding can crowd out private R&D because the returns to new technology are not as easily captured by private entrepreneurs when the technology is funded by the government. In addition, government investment crowds out private activity by competing for scarce specialized research resources. The potential for the public sector to further technological innovation is open to serious doubt. While public sector R&D investments may be productive, the evidence for a larger or smaller effect of public physical capital on business output does not have any bearing on the purported effects on private output or productivity of public sector spending on research and development.

³Butler (1992) reviews trends in R&D expenditures in the United States, Japan and Germany.
⁴See Cato Institute (1999); Glider (1993) and Rodgers (1993) for discussions of the private sector's dominance in invention and innovation of new high-technology infrastructure.
private sector productivity growth after 1970. Now, "a non-negligible portion, perhaps around 10 percent, of the productivity slump can be explained by the lower rate of public capital accumulation" (1993, p. 13). The most recent estimate is based on an assumption, however, not on statistical evidence. Nevertheless, Aschauer suggests that there is "a strong causal relationship between public capital investment and productivity and output" and that "The time-series results suggest that, at the aggregate level, there is underprovision of public capital" (1993, p. 22).

Munnell (1992) has also agreed with critics who contend that "the numbers emerging from the aggregate time-series studies are not credible." Nevertheless, she concludes that an "even-handed reading of the evidence—including the growing body of cross-sectional results—suggests that public infrastructure is a productive input which may have large payoffs." Eisner (1991) uses Munnell’s (1990a,b) data to show that the time-series evidence for the 48 states in Munnell’s sample rejects the infrastructure productivity hypothesis. The evidence for the variation in gross state product (not private sector output) across states shows that states with larger output have more public capital. Eisner indicates that this is consistent with an alternative hypothesis that richer states buy more public capital, as well as with the hypothesis in question—that states with more public capital produce more output.25

The Spurious Regression Problem

The time-series estimates that show a positive and statistically significant effect of the public capital stock on private sector output do so because of a statistical fallacy called "spurious regression." For example, if two wholly unrelated measures have similar time trends, then they can exhibit an apparent, statistically significant relationship between them when no economic relationship, in fact, exists. In the infrastructure case, the spurious regression problem can be observed in the relationship of private productivity—business output per hour—and the stock of infrastructure per hour. Both showed relatively strong upward trends from the late 1940s to the early 1970s and then each trend declined sharply (see Figure 5).

Since the early 1980s, the evidence on the levels of private output and public capital per hour is considerably weaker. In particular, private productivity accelerated sharply, rising at a 1.7 percent annual rate from 1982 to 1988; meanwhile, the growth of the stock of public capital per hour actually slowed further, falling at a 1.5 percent annual rate from 1982 to 1988, down from a 0.5 percent rate of increase from 1971 to 1982.26 The public capital stock per hour then began to rise, growing at a 1.7 percent rate to 1991, while private productivity growth slowed to a 0.3 percent rate. Thus, the two measures were negatively related from 1982 to 1991. In 1992 both measures accelerated.

The spurious regression problem in Figure 5 is easily illustrated using simple correlations. The level of business output per hour and of public capital per hour are strongly and positively correlated from 1947 to 1992; the correlation coefficient is 0.95, consistent with a strong, but potentially spurious, relationship. The correlation between the growth rates of

---

24Munnell also cites Peterson’s (1990) argument that a relatively high voter-passage rate for infrastructure-related bond issues indicates an undersupply of public capital. Of course, voter revelations of expected net benefits from public spending could reflect either direct, nonmarket benefits, contributions to business output, or some combination of the two. Peterson found that about 80 percent of bond proposals were accepted from 1984 to 1989 by margins exceeding 66 percent on average. He argues that a “median voter” model would suggest approval rates and margins closer to 50 percent if the voters consider the stock of public capital to be about the amount desired. Tatum (1993) cites a recent approval rate higher than 50 percent (62 percent) as evidence for the reverse, that the public does not accept unanimously or indiscriminately capital projects offered by government officials. Recent polling results on infrastructure demand are also reported that suggest that such spending is a low priority compared with private capital formation or reducing the federal deficit, among other priorities. Therefore, it appears that voters get about what they want, just as Tiebout (1956) argued.

25Others have found conflicting evidence using cross-sectional data. For example, Holtz-Eakin (1992) provides cross-sectional evidence that rejects the infrastructure productivity hypothesis. More importantly, he explains that the existence of a cross-sectional effect does not support an aggregate national effect because the former would imply an interregional substitution of output, as private resources migrate from other regions. Eberts (1986), (1990a), (1990b) and García-Mila and McGuire (1992) find evidence for a cross-sectional effect of public capital on output, although the latter study is supportive only for highways and education, and the effects are relatively small.

26While the capital stock per person rebounded after 1983, the capital stock per hour did not begin to rise until later. This reflects the faster growth of the labor force than of the population until the end of 1988.
the two series, however, is not statistically significant. The correlation coefficient for the growth rates (1948 to 1992) of 0.15 is well below the critical value of 0.29 at a 95 percent confidence level. Thus, simple correlation analysis rejects the hypothesis that a contemporaneous rise or fall in the amount of public capital per hour raises or lowers business sector productivity.

Studies of the link between public capital and private sector output do not use such a limited two-variable comparison. Instead, they attempt to control for other factors that determine aggregate private sector production, such as private sector hours (h) and the flow of private capital services (k). The basic statistical model used by Aschauer, Munnell and others is a production function estimate of the form:

\[ \ln Q_t/k_t = \ln A + \alpha \ln (h_t/k_t) + \delta \ln (KG/K_t) + rt + \epsilon \]

where \( Q_t \) is business sector output in period \( t \), and \( KG \) and \( K \) are the public and private capital stocks, respectively, and \( \epsilon \) is a normally and independently distributed random disturbance term. The scale parameter \( A \), the rate of disembodied technological change, \( r \), and the output elasticities, \( \alpha \) and \( \delta \), are estimated using ordinary least squares regression.\(^{27}\) The critical parameter for the public capital-private productivity hypothesis is \( \delta \), which is hypothesized to be positive.

Estimation of such an equation requires that all of the variables entering equation (1) must have certain statistical properties for the esti-
mance to be a meaningful long-run relationship. In particular, the estimation of the parameters in equation (1) requires that the error term have a distribution with a mean of zero and constant variance. Thus, the linear combination of variables that equals ε also must have such a distribution. This requirement is satisfied if each of the variables entering equation (1) is stationary, which means each must have a tendency to revert to its own fixed mean. In this case, each measure is said to be integrated of degree zero, I0. Alternatively, each series can be integrated of a common degree, typically one I(1), meaning that each must be stationary when differenced once or, in general, differenced the number times indicated by the degree of integration. In the latter case, a linear combination of the variables entering equation (1) can be stationary if the variables are cointegrated.

The spurious regression problem in estimates of equation (1) arises from the fact that for the post-World War II periods used in studies of the public capital stock effect, the public capital stock variable and the term involving it in equation (1) are integrated of order two, or I(2), which means that either measure must be differenced twice to be stationary. The dependent variable in the production function is integrated of order one and ln(h/k) is also I(2) for the period studied in Tatom (1991a). Taken together, these properties imply that a linear combination of the levels of the variables, like the linear combination equal to ε in equation (1), cannot be stationary, as required by statistical theory. An estimate of such an equation can result in the appearance of statistically significant relationships when, in fact, the variables are not related.

There are well-known statistical methods for assessing whether the spurious regression problem is present and for removing its influence on statistical results. In this case, simply first-differencing the data and including a time trend in the estimate eliminates the problem because the growth rates of the two I(2) variables are trend-stationary. First-differencing the data means that the effect is estimated using data on changes (growth rates) in private sector productivity and the public capital stock, along with growth rates of other factors influencing the level of private sector productivity. First-differencing earlier production function estimates that include the public capital stock yields estimates of the public capital effect that are not statistically significantly different from zero. Both Munnell (1992) and Aschauer (1993) assert that first-differencing is inappropriate; for example, Munnell states that this operation “destroys any long-term relation in the data” (p. 183). But first-differencing equation (1) simply results in the continuous growth rates of each measure replacing the level measure of each variable; the required quadratic and linear-trend terms are replaced with a linear-trend term only and a first-order, moving-average error term is introduced. In differencing equation (1), the parameters are unaffected. Hence, if they are viewed as the appropriate long-run parameters
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in a levels estimate, they will remain so in first differences. Munnell (1992) recognizes the problems posed by nonstationarity and recommends testing for cointegration; Tatom (1991a) provides such a test and rejects the hypothesis.31

**An Alternative View: Reverse Causality**

There is an alternative view that suggests a positive link between private productivity and the stock of public capital per worker. Eisner (1991) suggests the fact that regions with relatively high productivity have relatively higher infrastructure, and simply may reflect an effect of income on the demand for and quantity of public capital.

A statistical test of whether higher productivity causes more public sector capital formation, or the reverse is true, employs “Granger causality.” In these tests, causality means a statistically significant temporal relation in which changes in one measure temporally are followed by statistically significant movements in the other measure. It is possible, in principle, for each measure to “cause” the other, for neither to cause the others, or for only one measure to cause the other.

Tatom (1993) provides a test of Granger causality for the productivity-public capital formation link.32 The test uses annual data (1949 to 1991) for the public capital stock or public sector investment and for the private sector’s total factor productivity, the latter being output per unit of a weighted-average bundle of both private capital and labor resources. The results indicate that neither the growth rate of the public capital stock nor the level of public sector investment cause total factor productivity growth. On the contrary, the growth of private sector productivity causes both measures of public capital formation.

One of the advantages of this approach is that it explicitly looks for statistically significant relationships between public capital formation and subsequent private sector productivity growth, and the reverse, between productivity growth and subsequent changes in public capital formation. The use of longer periods for observing expected effects allows for lags in the effect of one measure on the other. Nonetheless, this approach finds only the reverse relationship to be statistically significant.

**CONCLUSIONS**

The role of public capital formation and of the federal government in its provision have been the subject of widespread discussion and concern in recent years. This concern has been prompted by the infrastructure deficit hypothesis, which argues that there has been a sharp decline in public capital formation and that this decline lowered U.S. private sector productivity growth.

This article questions the infrastructure hypothesis. Trends in U.S. public capital formation indicate that the federal government’s role

---

31Both Munnell and Aschauer also criticize the Tatom (1991a) results for including an energy-price effect. Aschauer (1993) emphasizes that including an energy effect in a production function for a value-added output measure is inappropriate because energy is an intermediate input. But the insufficiency of the public capital stock holds independently of whether the energy-price effect (or a quadratic trend) is included. Furthermore, a public capital stock effect also arises through intermediate input services to private firms. McMillan and Smyth (1993) include an energy-price measure in a vector autoregression model. They also reject the public capital-private productivity link posited by Aschauer and Munnell. The relative price of energy is usually included because it alters the quantity of energy, and it also affects total factor productivity and capital obsolescence.

Lynde and Richmond (1993) estimate the cost “dual” of the production function, a method preferred (but not used) by Munnell (1992). This method imposes long-run equilibrium efficiency conditions, however, which should not be expected to hold in the short run or in quarterly data. Berndt and Hansson (1991) and Nadiri and Mamuneas (1991) have also used the cost function approach to test the public capital hypothesis in Sweden and the United States, respectively. Both studies find that the public capital stock has relatively small effects on a measure of private cost.

32Duffy-Deno and Eberts (1991) examine causality in a simultaneous equations framework for 28 metropolitan areas during the first half of the 1980s using personal income instead of business output. Their results find causality from public capital to personal income.
in public capital formation has been quite limited; only a small fraction of the nation’s public, nonmilitary capital stock is held by the federal government and the per capita federal capital stock has been roughly constant throughout the post-World War II period.

There was a slowing in the growth of state and local government highways, roads and educational buildings relative to population growth in the 1970s and early 1980s. The demographic and energy-price changes that gave rise to reductions in the growth of demand for these goods, however, began to reverse in the early 1980s. Thus, if there was a deficit indicated by the trend in public capital formation, it seems to have begun to disappear almost a decade ago.

The purported link between public capital and private sector productivity has been widely criticized for distorting the role of public capital, yielding implausible estimates of the private sector productivity gains that could arise from public capital formation, and reversing the connection between the two. The fundamental problem with earlier estimates is that they result from spurious or unrelated movements in the quantity of public capital and business sector output and productivity. While both private sector productivity and the public capital stock per hour have risen over time, their movements have not been closely related. Indeed, in the 1980s the two measures generally moved inversely with one another. Of special note is the rebound in private sector productivity growth until 1988, which was accompanied by an accelerated decline in the stock of public capital per hour. The bottom line here is that no one has produced evidence that an increase in the nation’s public capital stock will boost private sector output or productivity, within the year or even some future period. Quite simply, when the hypothesis has been explicitly tested this way, the evidence strongly rejects it.
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