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The "St. Louis equation" relates the growth of nominal income (GNP) to both the growth of money and high-employment government expenditures. In other words, it attempts to explain changes in GNP by changes in monetary and fiscal actions. One consistent result of estimating the St. Louis equation for the U.S. economy is that monetary actions have a strong and lasting impact on the growth of GNP, while fiscal actions have only a weak and transitory impact; fiscal effects essentially wash out over four or five quarters.

The purpose of this article is to reassess the role of fiscal actions within the framework of the St. Louis equation.1 As a result of updated estimates and tests, strong evidence is presented reaffirming that fiscal actions are inconsequential in determining GNP growth, once the effects of money growth are taken into account.

IN-SAMPLE ESTIMATES

The St. Louis equation is the foundation for the small-scale monetarist model associated with the Federal Reserve Bank of St. Louis. The nature of the equation (as well as the model) is monetarist because GNP growth is determined primarily by the growth of the nominal money stock. Although the equation recognizes and empirically captures the short-run effects of stimulative fiscal actions, previous research has demonstrated that fiscal actions have no lasting effect on GNP growth in the St. Louis specification.2 Not surprisingly, this finding has been the source of a continuing debate.3

The St. Louis equation typically is written as

\[ \Delta Y(t) = a_0 + \sum_{i=0}^{4} \Delta M_i(t-i) + \sum_{i=0}^{4} \epsilon_i(t-i) + \epsilon(t), \]

where \( Y \) is nominal GNP, \( M \) is the money supply and \( \epsilon \) is the measure of fiscal policy. The dots above the


variable symbolize rates-of-change, $a_0$, $m$, and $e$; are parameters to be estimated, and $e(t)$ is a random error term.4

Through the years, various empirical measures of monetary and fiscal actions have been used to estimate the St. Louis equation. Recent redefinitions of the monetary aggregates rekindled the debate about which aggregate best explains GNP growth. Since recent evidence suggests that M1B is the preferred aggregate, it is used in this article.5

The consensus choice of the fiscal measure has not yet been resolved. The high-employment federal expenditure measure of fiscal policy is closely associated with the textbook income-expenditure model of the economy.6 In that model, government purchases of goods and services plus transfers are considered a direct stimulus to nominal aggregate demand. Consequently, an increase in this measure represents an increase in the government's influence on nominal demand and, therefore, nominal income. An alternative, the high-employment federal surplus variable, captures the net influence of expenditures and receipts due to the changing patterns in federal government purchases and transfers, and in tax rates. Although other less commonly used measures exist, these two are used in this article to assess the influence of fiscal actions on the growth of GNP.

Equation 1 was estimated using ordinary least squares for the period I/1960-IV/1980; the regression results are reported in table 1. Equations A and B show the results obtained using the growth of the high-employment federal expenditures and the change in level of the high-employment federal surplus, respectively.7 The results conform with previously reported findings: The summed impact of money growth is not statistically different from unity at the 1 percent level, and the cumulative impact of fiscal actions is not statistically different from zero. The growth of M1B has a significant, sustained influence on the growth of GNP; fiscal actions, measured either as the growth of high-employment federal expenditures or the change in the high-employment federal surplus, do not.

The cumulative impact of the monetary and fiscal variables is statistically comparable with previous results. Indeed, the lag pattern for the money growth variable is essentially the same as Carlson reported for a variety of sample periods.8 As in previous studies, the impact of money growth on GNP growth is quite rapid: The repercussions of a change in the growth of money occur within two quarters and fade away by the third and fourth lagged quarters.

The lag patterns for the fiscal variables, in contrast, do not compare as well to previously reported findings. When compared with the results for other sample periods, the magnitude of the individual lag coefficients and their significance change dramatically for the fiscal variables. Indeed, it appears that, in addition to having no lasting impact on GNP growth, the fiscal variables exert no significant effect in any quarter. Although econometric difficulties preclude a firm conclusion based on the significance of individual lag estimates, the sensitivity of estimates of the fiscal measures over different sample periods suggests that a GNP-fiscal actions link is dubious. To further examine this issue, three alternative equations were estimated. These equations isolate the relative explanatory powers of the money and fiscal variables on GNP growth. Estimates from these specifications also are reported in table 1.

Equation C reports the estimation of equation 1 using only the money growth variable to explain GNP growth. Not surprisingly, the overall explanatory power of the equation is not diminished substantially by the exclusion of either fiscal policy measure. Moreover, the cumulative impact of money growth on GNP growth is not statistically different from unity over the course of one year. This suggests that the money-GNP link in the St. Louis equation is quite robust. The same cannot be said, however, of fiscal actions. The conclusions reached in the article were not altered by this change.

---

4The rate-of-change specification was introduced by Carlson, who demonstrated that the original first-difference specification of Andersen and Jordan introduced econometric difficulties when estimated into the mid-1970s. See Carlson, "Does the St. Louis Equation Now Believe in Fiscal Policy?"


6"High-employment" measures are used to reduce the distortion introduced from the impact of the level of economic activity on actual government receipts and expenditures. See Keith M. Carlson, "Estimates of the High-Employment Budget and Changes in Potential Output," this Review (August 1977), pp. 16-22.

7The changes in the high-employment federal surplus variable scaled by income also was used as an alternative measure of fiscal actions. The conclusions reached in the article were not altered by this change.

8See Carlson, "Does the St. Louis Equation Now Believe in Fiscal Policy?" and Carlson, "Money, Inflation, and Economic Growth."
the empirical relationship between the fiscal actions and GNP.

Equations D and E in table 1 report the results of regressing GNP growth on the growth of high-employment expenditures and changes in the level of high-employment surplus, respectively. In equation D, the estimated coefficients are noticeably different from those in equation A. The first lag coefficient is more than double the estimate from equation A, and the second and third lag terms are positive. More important, the cumulative impact for the expenditures variable is positive and statistically significant at the 5 percent level. Unfortunately, these results are marred by the existence of significant first-order serial correlation among the residuals, evidenced by the low Durbin-Watson (DW) statistic.

The presence of significant serial correlation in equation D provides important information. One potential cause of serial correlation is the omission of an important explanatory variable which is cyclical. The consequence of such an omission is that the error term will absorb the cyclical pattern of the variable, and the successive error terms will not be random. It is clear from a comparison of equations A and D that the excluded variable is the growth of M1B: Adding money growth to equation D eliminates first-order serial correlation. If one assumes that equation A is the "correct" specification, the model represented by equation D (because it is misspecified) yields coefficient estimates that may be seriously biased and significance tests of questionable efficacy. Thus, the evidence provided by equation D does not support the existence of a significant, lasting affect on GNP growth of fiscal actions captured by the growth of high-employment expenditures.

Equation E in table 1 presents the results of regressing GNP growth on changes in the high-employment federal surplus. In line with a priori reasoning, the results suggest that an increase in the size of the high-employment surplus retards GNP growth. Although the summed impact of the surplus variable is of the appropriate sign, it is not statis-
tically different from zero. This variable does not exert a significant, lasting effect on GNP growth, a finding consistent with equation B. The presence of serial correlation, however, again suggests the possibility of a misspecification. This is evidenced by comparing equations D and B: The addition of the money growth variables removes the serial correlation problem. This result indicates that equation E, like equation D, is misspecified without the money variable.9

Any uncertainty about the relative impact of monetary and fiscal actions on GNP growth can be dispelled further by a comparison of equations A, B and C in table 1. This comparison allows us to address the question "Given the influence of monetary actions on GNP growth, does the information contained in the fiscal variables significantly improve upon money’s explanatory power?"

To answer this question, one need only examine the reported t-statistic for the relevant summed variables. For example, equations A and B indicate that adding the fiscal variables to the GNP money regression does not significantly improve the explanatory power: The t-statistics for the respective $\sum \delta_j$ are not greater than normally acceptable critical values. These results indicate that, once the influence of money growth is accounted for, the addition of the fiscal variables does not statistically improve the explanation of GNP growth. These results further point to the statistical dominance of money growth over either fiscal measure in explaining changes in GNP growth.

STABILITY AND CAUSALITY TESTS

The results of two additional statistical tests are reported in this section. The first test examines the stability properties of the alternative specifications reported in table 1. The second test provides some evidence about the causal ordering of the monetary and fiscal variables with respect to GNP growth.

To test the temporal stability of the equations presented in table 1, the I/1960-IV/1980 sample period was split at 11/1970 (the mid-point of the sample) and the Chow test was applied. The test results are reported in table 2.10

The Chow test results indicate that the stability hypothesis is rejected only for the regressions of GNP growth on the two fiscal variables, that is, equations D and E. The calculated F-statistics exceed the relevant 5 percent critical value. The calculated F-statistics for the equations that include money growth or use money growth alone to explain GNP growth indicate that they provide structurally stable parameter estimates across the I/1960-IV/1980 period. These findings imply that the relationship between GNP growth and money growth has remained relatively stable across the 20-year sample period. On the other hand, they suggest that the effects of fiscal actions on GNP growth are uncertain and may be quite different across economic environments.

The second test examines the statistical causal ordering between the monetary and fiscal variables and GNP growth. This test procedure, developed by Granger, involves estimating a set of equations for each pair-wise test.11 To test for Granger causality, it is assumed that the information relevant to the prediction of the respective variables is contained solely in the data series Y and X (e.g., GNP and money or fiscal variables). The test procedure consists of estimating the equations

$$
(2) \quad Y(t) = \sum_{i=1}^{n} \alpha_i X(t-i) + \sum_{j=1}^{n} \beta_j Y(t-j) + \epsilon(t)
$$

and

$$
(3) \quad X(t) = \sum_{i=1}^{m} \lambda_i X(t-i) + \sum_{j=1}^{m} \delta_j Y(t-j) + \eta(t).
$$

It is assumed that $\epsilon(t)$ and $\eta(t)$ are uncorrelated error series. Unidirectional causation from X to Y is

---

9The reader may note that equation C, the specification employing only the money growth variable, is not beset by the problems of serial correlation. This, along with the textual evidence, strongly suggests that the misspecification problems affect only the regressions of GNP growth on fiscal variables.

10The mid-point was chosen to maximize the power of the test. On this point, see John U. Farley, Melvin Hinich and Timothy W. McGuire, "Some Comparisons of Tests for a Shift in the Slopes of a Multivariate Linear Time Series Model," *Journal of Econometrics* (August 1975), pp. 207-318. The Chow test may be inappropriate given the existence of serially correlated errors, as evidenced in equations D and E. Even so, the stability test results in table 2 are based on the ordinary least squares estimation found in table 1 as a matter of consistency. Using GLS estimates of equations D and E in table 1 indicates that the stability hypothesis still is rejected at the 5 percent level. The F-statistics are 3.02 and 3.44 for the GLS estimates of equations D and E, respectively.

implied if the estimated coefficients on the lagged X variable in equation 2 are statistically different from zero as a group and the set of estimated coefficients on the lagged Y variable in equation 3 is not statistically different from zero. Conversely, unidirectional causation from Y to X exists if the set of lagged X coefficients in equation 2 is not statistically different from zero and the set of lagged Ys in equation 3 is statistically non-zero as a group. Feedback is suggested when the sets of X and Y coefficients are statistically significant from zero in both equations 2 and 3. Independence occurs when the sets of X and Y coefficients are not significant in equations 2 and 3.

The Granger test results, based on the 1/1960-IV/1980 sample, are reported in table 3. The first pair-wise test is done with money growth and GNP growth (M, Y). The calculated F-statistics suggest that there is unidirectional causation from money to GNP. In the second bivariate test, with the growth of high-employment government expenditures (HEGE), neither F-value surpasses the 5 percent critical value. These results suggest that the growth of high-employment expenditures and GNP growth are independent. The last test, which uses the change in the high-employment government surplus variable (∆HEGS), indicates that unidirectional causation from GNP growth to changes in the surplus measure cannot be rejected.

To summarize, the statistical evidence suggests that money growth causes GNP growth. The findings presented here provide no empirical support for the "reverse causation" argument. The evidence about the relationship between fiscal measures and GNP growth, however, suggests that GNP causes fiscal actions. This is true specifically for the surplus measure; the outcome for the expenditures variable indicates no causal relationship in either direction (independence). These findings indicate that there is no reliable relationship between GNP growth and the fiscal measures used in this article. The preceding Chow test results support this conclusion by showing that only the relationship between money and GNP is statistically stable across the entire sample period.

### Table 2

<table>
<thead>
<tr>
<th>Equation</th>
<th>Calculated F-statistic</th>
<th>Reject Stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.63</td>
<td>No</td>
</tr>
<tr>
<td>B</td>
<td>1.62</td>
<td>No</td>
</tr>
<tr>
<td>C</td>
<td>1.53</td>
<td>No</td>
</tr>
<tr>
<td>D</td>
<td>2.83</td>
<td>Yes</td>
</tr>
<tr>
<td>E</td>
<td>3.62</td>
<td>Yes</td>
</tr>
</tbody>
</table>

1. See table 1 for description of alternative equations.
2. Based on 5 percent critical value (F(7,70) = 2.14).

### Table 3

<table>
<thead>
<tr>
<th>Exogeneity test</th>
<th>Calculated F-statistic</th>
<th>Reject exogeneity of policy variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>M → Y</td>
<td>2.68</td>
<td>No</td>
</tr>
<tr>
<td>Y → M</td>
<td>0.56</td>
<td>No</td>
</tr>
<tr>
<td>HEGE → Y</td>
<td>1.10</td>
<td>Yes</td>
</tr>
<tr>
<td>Y → HEGE</td>
<td>0.24</td>
<td>Yes</td>
</tr>
<tr>
<td>∆HEGS → Y</td>
<td>0.66</td>
<td>Yes</td>
</tr>
<tr>
<td>Y → ∆HEGS</td>
<td>2.92</td>
<td>Yes</td>
</tr>
</tbody>
</table>

1. The arrow indicates hypothesized direction of causality.
2. Significant at 5 percent critical value (F(4,71) = 2.50).

### POST-SAMPLE ESTIMATES

The final piece of evidence used to assess the relationship between GNP growth and monetary/fiscal actions is a comparison of the relative post-sample predictive abilities of selected equations found in table 1. To this end, each equation initially was estimated from 1/1960 through IV/1970. Four-quarter-ahead estimates of GNP growth were then generated using actual values of the money and fiscal measures over this period. The
The estimation period was then extended to include the four quarters of 1971, and four-quarter-ahead forecasts for 1972 were constructed. This procedure was continued each year through 1980. The average errors in predicting GNP growth are presented in table 4. Since the purpose of these comparisons is to determine if the alternative fiscal policy measures add anything to the estimates of GNP growth once money growth is known, results for three equations are presented: money only, money and high-employment expenditures, and money and high-employment surplus.

The results in table 4 indicate that, on average, money alone (equation C) results in GNP growth prediction errors that are less than 1 percentage point. The addition of the expenditures measure of fiscal policy (equation A) leads to only a marginal reduction in the average error, while the addition of the surplus measure (equation B) leads to a marginal increase in the average forecast error. Although these changes may appear rather substantial, tests reveal that the average errors for the alternative specifications are not statistically different. In fact, the calculated t-statistics comparing the averages are all less than unity. Based on the equations’ relative predictive abilities, therefore, one would do just as well, on average, to use only money growth to predict future GNP growth as using money growth and either of the two fiscal policy measures examined in this article.

**CONCLUSION**

This paper has re-examined the role of fiscal policy in the context of the St. Louis equation. The results are broadly consistent with previous findings. Specifically, fiscal actions exert neither a significant nor lasting impact on the growth of GNP.

Augmenting previous work, however, the results here provide further evidence against the reliance on fiscal policy measures to explain movements in GNP. Three conclusions can be drawn from these test results: The fiscal policy measures 1) do not significantly increase the explanatory power or forecasting ability of an equation that already incorporates money growth; 2) do not exhibit stable statistical relationships with GNP growth; and 3) are not exogenous with respect to GNP growth. The evidence suggests that fiscal actions are ineffective for stabilization purposes. Moreover, the results add increasing stature to the use of monetary policy as a tool in stabilizing fluctuations in economic activity.

Table 4

<table>
<thead>
<tr>
<th>Sample period from 1/1960 to fourth quarter</th>
<th>Equation</th>
<th>Money growth and high-employment expenditures</th>
<th>Money growth and high-employment surplus</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Money only</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1970</td>
<td>0.22%</td>
<td>0.20%</td>
<td>-0.31%</td>
</tr>
<tr>
<td>1971</td>
<td>2.06%</td>
<td>1.58%</td>
<td>1.96%</td>
</tr>
<tr>
<td>1972</td>
<td>1.35%</td>
<td>2.07%</td>
<td>1.10%</td>
</tr>
<tr>
<td>1973</td>
<td>-1.18%</td>
<td>-1.83%</td>
<td>-0.18%</td>
</tr>
<tr>
<td>1974</td>
<td>2.28%</td>
<td>2.01%</td>
<td>0.69%</td>
</tr>
<tr>
<td>1975</td>
<td>0.41%</td>
<td>0.65%</td>
<td>1.70%</td>
</tr>
<tr>
<td>1976</td>
<td>1.23%</td>
<td>1.14%</td>
<td>1.36%</td>
</tr>
<tr>
<td>1977</td>
<td>2.58%</td>
<td>2.80%</td>
<td>2.94%</td>
</tr>
<tr>
<td>1978</td>
<td>-1.63%</td>
<td>-1.94%</td>
<td>-0.48%</td>
</tr>
<tr>
<td>1979</td>
<td>-0.11%</td>
<td>-0.60%</td>
<td>-1.48%</td>
</tr>
</tbody>
</table>

*Average Error* 0.70% 0.61% 0.73%

Errors are actual less predicted and are calculated for the four quarters following the sample period.