The Productivity Problem
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The American economy has been plagued by numerous economic problems during the seventies. Of particular importance, of course, are the relatively high inflation and unemployment rates, the changing and growing influence of government in individual lives, and problems associated with the dramatic rise in energy prices. Such issues have been widely recognized during this decade.

One fundamental problem, however, has just recently begun to attract increasing attention—the slow growth of U.S. labor productivity in the seventies. The Joint Economic Committee in its 1979 Midyear Report refers to lagging productivity growth as the "Linchpin of the Eighties." Likewise, a recent examination of the major economic issues in 1979 begins with five studies on the productivity problem. Despite the recent flurry of attention, however, there appears to be no consensus on the source of the slowdown, its significance, its impact on the economy or economic policy, or the possibility or desirability of policy reactions to the problem.

Since productivity developments in the seventies appear to be a puzzle, it is useful to examine carefully the explanations that have been advanced in search of a clue. Such an examination shows why the productivity problem has only recently been generally recognized and provides insight into the role of government policy in reversing the adverse productivity developments of the seventies. Prior to considering the various hypotheses about recent productivity developments, a brief review of what is meant by productivity, the sources of its growth, and recent productivity developments is necessary.

PRODUCTIVITY AND ITS GROWTH RATE

Productivity is a concept which relates the output of a production process to the inputs used in the process. There are several ways to view productivity since, in most processes, several resources are used. One may refer to labor productivity, which is the output obtained per worker employed or per hour of work. Similarly, the productivity of other resources, such as physical capital or energy, may also be of interest. A more general notion is that of total factor productivity which relates output to the entire set of physical resources used in the production process by assigning a weight to each resource employed based on its relative importance in the production process.


\[^{4}\text{For example, the four factors cited most frequently at a recent conference on productivity were a decline in capital investment, a slowing in the introduction of new technology, the changing composition of the labor force toward relatively more inexperienced groups, and an increase in service employment relative to manufacturing employment. Barry Bosworth, head of the President's Council on Wage and Price Stability at the time, however, demonstrated that these explanations are not significant in explaining the extent of the current productivity problem. See the discussion of the conference by Bradley Graham, "Productivity Problem Outlined," }\textit{Washington Post, October 4, 1978. The article also points out that while Robert Strauss, then special assistant to the President on inflation and trade policy, noted at the conference that "Productivity is a terrible problem for this nation," the government's National Center for Productivity and the Quality of Working Life, an institution chartered at the beginning of this decade to study and promote productivity, was allowed to go out of existence in October 1978.}\]

\[^{5}\text{Edward F. Denison, "Explanations of Declining Productivity Growth," }\textit{Survey of Current Business} (August 1979), pp. 1-24, examines 17 factors which might account for the productivity decline and finds them insufficient to explain the puzzle. Several of the factors he considers and rejects, including, for example, the "people don't want to work any more" hypothesis, are not discussed here. Denison's views differ from those presented here in that he dismisses both energy developments and slow growth of the capital stock as factors responsible for the decline.}\]
One may understand more clearly the different views of productivity by considering the production process itself. In any production process, output is obtained by organizing the use of various resources and utilizing a given technology. Output may be increased by using more resources, by improving the organization of the producing unit, or by introducing an improved technology. If more output is obtained through improved organization or technology without changing the level of resource use, total factor productivity (the output per unit of resources employed) and the output per unit of any single resource used will increase.

Output may be increased, however, by simply using more of a specific resource, such as labor, without altering the methods of organization, the technology, or the use of other resources. In this case, the output obtained per unit of other resources rises, so their productivity is higher. Whether output rises relatively more or less than the increase in labor employment determines how the productivity of labor changes. According to the "principle of diminishing returns," the productivity of labor in such an example falls because the amount of other resources used per unit of labor declines.

The analysis of productivity usually focuses on measures of the productivity of labor. For the firm, output per worker (or per hour) is important because labor costs represent a major share of the total cost of production. Consequently, changes in output per worker have an important bearing on employment and output decisions, as well as on wages and prices. Improvements in labor productivity tend to lower unit costs of output, and provide incentives for firms to expand production. This, in turn, tends to result in lower output prices (relative to those of other goods and services) and/or higher wages for employees.

Labor productivity growth is also important at an aggregate level, primarily as a reflection of economic growth. Real income in an economy is often viewed as the product of the size of the working population and output per worker. Thus, growth in real income per capita is primarily determined by labor productivity growth. The only other source of change in real income per capita—a change in the percentage of the population that is working—varies over the business cycle because of fluctuations in employment, but does not show any systematic tendency to increase. Moreover, gains in real income per capita from this source come at the expense of leisure and home production, unlike productivity improvements which permit increases in both nonmarket (for example, leisure) and market income.

According to the discussion above, labor produc-
tivity is improved by increasing the employment of other resources used by workers, or by improving organization or the technology used in production. Examples of the sources of such changes are increases in the skill, experience, or health of workers; increases in the availability or quality of resources such as physical plant, equipment, and energy; successful research and development efforts; and the breaking down of artificial barriers to the use of resources such as labor in activities where productivity would be higher.

LABOR PRODUCTIVITY SINCE 1948

Numerous measures of labor productivity in the U.S. economy can be obtained depending upon the choice of alternative measures of aggregate output and labor employment such as hours or the number of workers. Charts 1 and 2 show two of these measures. Chart 1 shows real GNP divided by the quarterly average of civilian employment, while Chart 2 shows output per hour in the private business sector, which excludes output originating in governmental units, households, nonprofit organizations, and the rest of the world. In both cases, the productivity measure is shown from 1948 to the present.6

Productivity growth in the seventies, particularly since 1973, has been extremely sluggish. From 1948 to early 1973, the trend rate of growth of real GNP per worker was 2.4 percent per year; since then, the average annual rate of growth has been essentially zero. The same pattern appears in Chart 2 where the trend rate of growth was 3.0 percent per year until the first quarter of 1973, while the recent rate has been 0.5 percent. In both cases, productivity declined sharply during 1973-74 and, despite the relatively rapid expansion of output and employment since 1975, the rate of productivity growth has remained unusually slow.

The difference in growth rates in the two charts primarily reflects a systematic decline in hours of employment per worker. The average annual rate of decrease in hours per worker from 1947 to the present, which is 0.4 percent per year, accounts for almost all of the difference in growth rates. The charts show the logarithm of productivity to indicate trends in growth. Throughout this article, growth rates are measured by changes in logarithms of variables to provide symmetry and ease of calculation. This is a standard approximation of rates of growth.

FACTORS INFLUENCING PRODUCTIVITY IN THE SEVENTIES

Many explanations have been given for the disappointing performance of productivity in the seventies. While it is not possible to empirically assess the role of each factor, and while considerable disagreement exists about their relative importance, a discussion of them can provide some insight into the problem.

The Cyclical View

Until recently, the consensus was that the productivity problem was due to the stage of the business cycle, measured by changes in logarithms of variables to provide symmetry and ease of calculation. This is a standard approximation of rates of growth.

This trend is found by regressing quarterly hours per worker in the private business sector on a constant, the unemployment rate, and a time trend for the period 1/1948-II/1979. The unemployment rate is included to account for a significant negative relationship between hours per worker and unemployment.
cycle and was, therefore, temporary. Productivity growth usually slows during high-employment periods and recessions. During recoveries, however, productivity growth generally speeds up, restoring productivity to the previous trend growth path (see Charts 1 and 2). Unfortunately, such a recovery did not occur during the recent economic expansion.

The rationale for cyclical productivity movements is that firms practice "labor hoarding." During recession, firms are reluctant to lay off workers since they want to avoid the relatively large rehiring costs in the subsequent expansion. Similarly, output increases in the early stage of expansions are readily achieved, increasing output by increasing the utilization of labor at a given employment level. Thus, cyclical variation in output is larger than that in employment.

It has also been observed that hours of employment per worker display a cyclical pattern. Output declines during a downturn are achieved by reducing hours per worker rather than by simply reducing the number of employees. As a result, productivity measured relative to employment varies over the cycle more than output per hour. A related point often encountered in discussions of cyclical productivity is that some portion of labor employment is of the overhead variety, such as management; normally, as output changes over the cycle, little change in overhead labor employment occurs. As a result, productivity varies procyclically.8

Another explanation of cyclical labor productivity is simpler and, in most respects, compatible with the "labor hoarding" view. This explanation is that the use of capital relative to labor is procyclical — firms use relatively more capital-intensive methods as the economy expands and reduce capital usage relative to labor during economic contractions. Consequently, output changes relatively more than labor employment over the cycle, and labor productivity is procyclical.9

A recent example of cyclical changes in labor productivity occurred prior to the 1970 recession. From the fourth quarter of 1964 to the first quarter of 1969, the economy operated under high-employment conditions, and real GNP per worker grew at an average rate of 2.2 percent per year (roughly the postwar average). During the next three quarters, productivity declined at a 1.5 percent rate, and during the four quarters of the subsequent recession, this measure of productivity declined at a 0.5 percent rate. In the ensuing expansion period, however, productivity initially grew faster than average. From the end of 1970 (the cyclical trough) to the first quarter of 1973, real GNP per worker expanded at a 3.6 percent rate and employment was restored to essentially a high-employment rate. Thus, an average annual rate of growth of 1.9 percent was achieved from the end of 1964 to early 1973, not much below the rate of expansion prior to the recession.

Starting from high-employment conditions early in 1973, the cyclical explanation subsequently proved inadequate. Productivity declined at a 2.1 percent rate during the three quarters prior to the cyclical peak in the fourth quarter of 1973. During the recession (IV/1973-I/1975), real GNP per worker declined at a 3.3 percent rate. During the recovery, productivity rose faster than the prior trend rate, recovering some of the cyclical loss, but the cyclical resurgence of labor productivity soon abated leaving the productivity growth path well below its prior trend. From the trough quarter (1/1975) to the second quarter of 1979, real GNP per worker rose at only a 1.4 percent rate, leaving the level of productivity below that of the first quarter of 1973.

Capital Formation

Another major hypothesis is that the productivity problem results from a slowing in the pace of capital formation and/or inefficiencies in the allocation of new capital expenditures.

Growth of the net stock of nonresidential plant and equipment slowed after 1973, a decline that is especially pronounced when related to growth in the labor force over this period.10 Growth of the high-

---

8A discussion of these arguments may be found in many textbooks. For example, see Rudiger Dornbusch and Stanley Fischer, Macroeconomics (New York: McGraw-Hill, Inc., 1978), pp. 348-9. They cite productivity developments in 1974-75 as an illustration of such an argument.

9This explanation of cyclical productivity and evidence supporting it is presented more fully in John A. Tatom, "The Problem of Procyclical Real Wages and Productivity," Journal of Political Economy (February 1980), forthcoming. This explanation differs from the labor-hoarding argument primarily because of its implications. Discussions of labor hoarding often appear to imply that workers are allowed to idle about awaiting the recovery and that, consequently, output represents a departure from the normal production relationship linking output to labor employment. Such an implication is unwarranted once the cyclical pattern of resource em-

employment net capital stock per worker has practically halted when compared with the trend rate of growth of 2.9 percent per year from 1950 to mid-1972. From mid-1972 to mid-1979, capital per worker grew at a 0.6 percent rate, leaving the level of capital per worker by mid-1979 about 17 percent lower than that implied along the 1950-72 trend. Alternately, the net capital stock was about $200 billion (1972 prices) lower than would have existed if the previous trend rate of growth had been achieved. A 17 percent loss in capital per worker would reduce private business sector output per hour by approximately 4.8 percent.

Distributing the 4.8 percent decline in output associated with these capital formation developments over the seven years, however, yields a 0.7 percent decline per year, while the growth rate of output per hour slowed from 2.8 percent from 1/1950-11/1972 to 1.0 percent from mid-1972 to mid-1979. A sizeable estimate of the reduction in productivity growth due to the slowing in capital formation has also been made for the nonfarm business sector during the period 1973-77. Capital formation has played a major role in the stagnation of productivity growth in the 1970s. Considered alone, however, it does not appear to account fully for the extent of adverse developments.

There are reasons to believe that estimates of the role of slower capital formation may underestimate its actual impact. First, it is likely that the net stock of fixed nonresidential capital estimated by the Bureau of Economic Analysis does not adequately capture important changes in the capital formation process in the last decade. In particular, the sharp increase in the relative price of energy resources rendered some of the nation’s capital stock obsolete. To the extent that estimated series do not capture these losses in normal measures of “discards” and depreciation, the net capital stock measures lead to an overstatement of the growth of the net capital stock in the seventies.

A second difficulty with existing measures is that since the late 1960s, some investment in business plant and equipment has been made for pollution abatement purposes. Since it is questionable to what extent, if any, such capital formation is “productive” of measured output (as opposed to a cleaner environment), the net capital stock measures may overstate the growth of plant and equipment used by workers to produce market output. Studies generally have indicated, however, that pollution abatement investment has had little effect on the growth of the capital stock or on labor productivity.

Edward F. Denison has estimated the impact of pollution abatement capital on productivity growth to be quite small; since he accounts for this reduction by reducing the trend growth of total factor productivity, rather than by reducing the size of the capital stock, his results are discussed below.

There are many reasons for the slow pace of capital formation. Explanations usually emphasize the extent of slack in the economy’s use of existing resources, the diversion of funds from investment in new plant and equipment to expenditures on health, safety, clean air and water, and large federal budget...
deficits which have drained funds otherwise available for new capital projects.

Inflation is also an important source of reduced business capital formation. First, higher rates of inflation tend to reduce the purchasing power of fixed dollar depreciation expenses which results in lower real cash returns in future periods. Also, the U.S. tax system treats interest payments made by firms as income to recipients and taxes it accordingly. When interest rates rise to compensate investors for the steady loss in purchasing power of original sums lent to firms, these receipts—which are necessary to maintain the real wealth of investors—are erroneously treated as income. Consequently, higher before-tax real rates of return are required to compensate for these taxes, further reducing incentives for firms to raise investment funds. Finally, higher inflation rates tend to increase uncertainty about the future inflation rate. Consequently, investors and firms view the cash flows expected from investment projects as riskier and are more reluctant to invest.\footnote{See Tatom, “Energy Prices and Capital Formation,” and Edward A. Hudson and Dale W. Jorgenson, “Energy Prices and the U.S. Economy, 1972-1976,” \textit{Natural Resources Journal} (October 1978), pp. 877-97.}

This analysis reverses the traditional view of the relationship between productivity growth and inflation. Until the seventies, the link was considered to run from productivity to inflation, instead of from inflation, via capital formation effects, to productivity growth. According to the earlier view, inflation is largely the result of labor costs growing faster than productivity. Consequently, inflation accelerates when productivity growth slows. In the long run, however, productivity growth determines the growth of wages \textit{relative to} prices, but the rate of advance of prices \textit{including prices of labor services}, is largely determined by money growth. Thus, monetary policy is an important influence not only on the rate of increase of prices (including wages) but also, through the effect higher inflation rates have on capital formation and trend productivity growth, on the relative rate of advance of wages compared with prices.

Finally, the sharp rise in the relative price of energy since 1973 has been a major factor in the reduced pace of capital formation. When the price of energy rises relatively more than the price of business output, firms find that the real net cash flows expected from plant and equipment are smaller because of higher operating costs. Moreover, to the extent that the production of capital goods is relatively more energy-intensive than the production of other products, a rise in energy prices raises the costs of capital goods relative to the future prices of the products that these capital goods eventually will produce. Taken together, these forces create incentives to reduce energy, plant, and equipment usage per unit of output, by employing less energy per unit of capital and more labor-intensive methods of production. This effect has been shown to be quite substantial in temporarily reducing the growth of plant and equipment.\footnote{See Tatom, “Energy Prices and Capital Formation,” and Edward A. Hudson and Dale W. Jorgenson, “Energy Prices and the U.S. Economy, 1972-1976,” \textit{Natural Resources Journal} (October 1978), pp. 877-97.}

\textbf{The Rate of Technological Change}\footnote{See Clark, “A New Estimate of Potential GNP.”}

Another important factor influencing productivity is the rate of technological progress, which conceptually represents improvements in total factor productivity not captured in measures of factors of production. For example, improvements in the \textit{quality} of productive plant and equipment are not necessarily captured in standard measures of the capital stock. Also, improvements in organization or technology (which represent additions to the nation’s capital stock) are not always embodied in plant and equipment measures. The contribution of these factors, as well as qualitative changes in other physical resources, often are assessed by including a time trend in productivity studies to capture the secular rate of productivity change not measured by growth in the use of physical resources.

Clark estimates that the trend rate of growth of total factor productivity in the private business sector was 1.9 percent per year from 1947-66, but slowed to a 1.4 percent rate after 1966. He attributes this reduction to a slowing in the rate at which resources have shifted from agriculture to nonfarm business.\footnote{See Rasche and Tatom, “Energy Resources and Potential GNP.”} Rasche and Tatom find that the productivity trend rate was 1.6 percent in the private business sector from 1949-75; they provide some evidence supporting a smaller trend slowdown after 1966.\footnote{See Rasche and Tatom, “Energy Resources and Potential GNP.”}

An important factor that influences the trend rate of productivity growth is the increase in the stock of knowledge accumulated through research and development outlays.\footnote{See Tatom, “Energy Prices and Capital Formation,” and Edward A. Hudson and Dale W. Jorgenson, “Energy Prices and the U.S. Economy, 1972-1976,” \textit{Natural Resources Journal} (October 1978), pp. 877-97.} While it is difficult to assess its...
quantitative impact on recent productivity developments, it is doubtless that a major decline in the contribution of such outlays to productivity has occurred in the seventies. Chart 3 shows estimates of research and development outlays (1972 prices) from 1955-78. From 1955-68, the average annual rate of growth of such expenditures was 7.6 percent. From 1969 through 1976, such expenditures actually were lower in real terms than in 1968. While real research and development outlays rose at a 4.2 percent rate from 1975-78, the record of the last 10 years is one of substantial reduction in research and development efforts, compared with 1955-68.

Denison has examined three other factors that have adversely affected the trend rate of growth of output per unit of input. The three factors are: increased costs of pollution abatement since 1967, increased costs for employee safety and health since 1968, and increased business costs associated with unusually high rates of dishonesty and crime. The first two of these factors, under the general category of increased government regulation, have been cited by many analysts as a significant force in reducing American productivity.

Denison contends that these factors divert real resources from the production of measured output. He estimates the effect of these forces, however, by assessing their impact on output rather than on measured inputs. Furthermore, he finds that over the period 1969-75 these factors reduced productivity growth by an average of .26 percent per year, with pollution abatement accounting for .15 percentage points; health and safety, .07 points; and dishonesty and crime, .05 points. The effect of these factors is quite small when compared to the extent of recent productivity developments.

**Labor Resources**

In the past decade, the age and sex composition of the labor force has changed. Many analysts have argued that the labor force has become less experienced on average, as women and young people have become a larger proportion of the nation’s labor force, and that this development should have a temporary influence on productivity. As Chart 4 shows, however, growth in the proportion of women in the labor force has not accelerated in the seventies and, since late 1973, the percentage of young people in the labor force has flattened out. If these trends have had any effect on productivity growth, they should have been positive. As the participation rate of women levels off and as younger workers mature, the composition of

---

1. See Edward F. Denison, “Policy Options,” Contemporary Economic Problems 1979, pp. 17-68, attaches primary importance to this factor in accounting for the slowdown. One of his estimates is that the contribution of advancing knowledge due to formal and informal research and development inventiveness, and diffusion of new technology and capital goods contributed 1.4 percent to annual productivity growth in 1948-66, 1.1 percent in 1966-73, and 0.8 percent in 1973-78. Denison and others have shown that these estimates are probably seriously biased upwards. See Denison, “Explanations of Declining Productivity Growth,” pp. 6-8.


the labor force will become relatively more experienced. Consequently, changes in the age structure toward older, more experienced workers are expected to have a positive effect on productivity in the next decade.

Another important factor influencing the quality of labor resources and productivity is the health and education of workers. In the past decade, there is no evidence that the trends of rising educational levels and improving health of workers have been reversed, or that the contribution of such influences to productivity have lessened.

Energy Resources

Energy price developments have provided a major shock to the world economy in the seventies and have affected productivity, output, prices, and growth. The extent of the influence on productivity, however, remains a matter of controversy.

Rasche and Tatom have argued that the rise in the price of energy resources relative to that of business output reduced the economic capacity of the business sector, raised prices of output, and reduced productivity of existing capital and labor resources. These effects stem from efforts to economize on energy in production by substituting the use of other resources. For example, they estimate that the increase in energy costs in 1974 alone reduced labor and capital productivity by about 4 percent. For the 1973-78 period, higher energy prices reduced the growth rate of labor productivity by 1.3 percent per year, irrespective of the indirect effects of energy costs on productivity due to energy-induced reductions in capital formation. By lowering productivity, higher energy costs led to a decline in the demand for other resources. This decline, in turn, was reflected in a fall in real wages and a reduction in firms' desired capital-labor ratios. The observed decline in the capital-labor ratio since 1972 can be explained almost entirely by energy price developments alone.

Other analysts have argued that the effect of increased energy prices on the economy has been much smaller. For example, Fellner attributes only .3 percent of the 1.9 percent per year decline in trend productivity growth from the 1948-73 period to the 1973-77 period to the shift of production away from energy-intensive methods. Denison points out that the timing of these effects is difficult to assess the importance of the composition of the labor force on productivity. For example, attempts to assess the role of the age structure of the labor force on productivity by including variables to control for it in a production function framework are often unsuccessful in that such variables are not statistically significant. See Rasche and Tatom, "Energy Resources and Potential GNP," p. 15. See, for example, Fellner's comments on education in "The Declining Growth of American Productivity," p. 8.


22It is difficult to assess the importance of the composition of the labor force on productivity. For example, attempts to assess the role of the age structure of the labor force on productivity by including variables to control for it in a production function framework are often unsuccessful in that such variables are not statistically significant. See Rasche and Tatom, "Energy Resources and Potential GNP," p. 15.

of energy price developments coincides with that of the adverse productivity developments. Nevertheless, he insists that a more reasonable estimate of the effect of higher energy prices on productivity is 0.2 percent for the period 1973-76, the upper bound of the size of the effect as discussed by Perry.27

Both Perry and DeLeeuw have argued that for productivity to have been adversely affected by energy price developments, a significant decline in energy


used per unit of output would have had to occur.28 Likewise, both have noted that the reductions in energy use that followed the sharp rise in energy prices in 1973-74 were quite small, although both also have acknowledged the difficulty of obtaining meaningful data on energy used by business.

Perry claims that energy used per unit of output in the business sector declined 10.2 percent from 1973 to 1976, while the trend in such reductions from the past alone would have generated a 5.3 to 7.3 percent reduction in energy usage. Thus, he claims that energy price developments reduced energy use by only 2.9 to 4.9 percent over this period. Similarly, DeLeeuw, citing ratios of total and industrial energy consumption to total real GNP which show a downward trend from 1970-73, argues that this negative trend did not accelerate after 1973.

Chart 5 shows the ratio of industrial energy use (E) to “industrial” real GNP, where the latter is the real GNP originating in manufacturing, construction, agriculture, and mining sectors for the period 1960-77.29 This ratio declined after 1970, as DeLeeuw and Perry point out. There is no apparent trend in this ratio, however, over the longer period 1960-72. A simple regression of the logarithm (ln) of this ratio over the period 1960-72 fails to reveal a significant negative time trend when the effects of changes in the rela-

29The energy data is taken from U.S. Department of Energy, Federal Energy Data System (FEDS) Statistical Summary. This data series is available from 1960-77.
tive price of energy and cyclical variations in the ratio are taken into account.

The estimated equation, together with one that omits the time trend, is shown in Table 1. The price of energy, $P_e$, is measured using the producer price index for fuel, related products, and power deflated by the implicit price deflator for private business sector output. The cyclical adjustment variable, $UN$, is the difference between the unemployment rate of the civilian labor force and a measure of the unemployment rate under high-employment conditions.\(^\text{30}\)

The most notable features of these estimates are the size and significance of the relative price coefficient which indicate that the energy ratio is considerably more sensitive to prices than either Perry or DeLeeuw believe. In addition, the statistically significant positive coefficient on the excess unemployment rate suggests that the failure of the energy ratio to decline more substantially after 1973 is partly due to the unusually high levels of unemployment in 1975-77. Apparently, energy usage contains a significant overhead component that is insensitive to cyclical variation in output. This contrasts sharply with Perry’s negative cyclical coefficient.\(^\text{31}\) Finally, since the time trend is insignificant, assessing energy reductions relative to a negative trend understates the extent of energy reductions after 1973.\(^\text{32}\)

\(^{30}\)The full-employment unemployment rate is that prepared by Peter K. Clark, "Potential Output in the United States 1948-1980," U.S. Productive Capacity, Perry uses the ratio of real GNP to his estimate of potential real GNP which is highly correlated with such a measure of excessive unemployment. It should be noted that when the equations in Table 1 are estimated with the Cochrane-Orcutt technique, the autocorrelation coefficient is not significant. Thus, autocorrelation can be rejected.

\(^{31}\)The cyclical sensitivity of the energy ratio is essentially an empirical question since one could argue that over the cycle some firms, such as utilities and metal producers, are able to meet temporarily high demand using less efficient (especially with regard to energy use) plant and/or equipment, and this capital, in turn, is the first to be laid off during recessionary sales periods. If this effect dominated the use of overhead energy, the energy ratio would be reduced by slack in the economy. On the other hand, the energy producing sector is the most energy intensive production sector. Given the rise in the relative price of their products due to reductions in the availability of other energy sources, some firms would temporarily have an incentive to expand the use of plant and equipment that would otherwise have been obsolete. This effect would raise the energy ratio during the recent slack period.

\(^{32}\)The White House, Fact Sheet on the President’s Program, reprinted in Daily Report for Executives, (April 5, 1979), supplement p. 4, points out that industrial energy use has dropped by 6 percent while output increased 12 percent since 1973. This represents a drop in the ratio of about 18 percent.
Estimates such as those in Table 1 should be viewed skeptically, however. First, as Perry and DeLeeuw point out, the data are problematical. Second, the data cover only direct energy purchases and not the energy component of intermediate products purchased from other industries including transportation. Third, the energy measure is in Btu equivalents rather than an index of the quantity of energy which is compatible with the producer price index for energy.

Most important, however, the size of the price effects on the energy-output ratio is unimportant to the hypothesis that relates energy price developments to the sharp decline in productivity in 1974 and its subsequent slow growth. The Rasche-Tatom estimates of the effect of the relative price of energy resources on productivity apparently are not biased by implicit assumptions about energy demand. If the assumptions introduced such biases, they would be detected in other coefficients of the model estimated. In this regard, it is curious to note that, if energy use is less price sensitive than the approximation used by Rasche and Tatom implies, their estimate of the energy and energy price elasticity of output would be too small, not too large. Thus, the claim of a low price elasticity of demand for energy made by Perry, DeLeeuw, and Denison would reinforce the Rasche-Tatom conclusions if it were correct.

In a related fashion, some have argued that productivity developments in the manufacturing sector have not been unusual. If increased energy prices are an important causal factor in the productivity decline, they should produce a slowing in manufacturing as well. In fact, the evidence from the manufacturing sector supports this explanation.

Productivity growth in the manufacturing sector has slowed relative to its past trend (see Chart 6). From 1948 to 1973, manufacturing sector output grew at an average annual rate of 3.8 percent, while hours grew at a 1.0 percent rate. From 1973 to 1978, manufacturing output growth slowed to a 1.7 percent rate and hours growth declined at a 0.1 percent rate. Consequently, output per hour in manufacturing slowed from a 2.8 percent rate of growth to a 1.6 percent rate. Comparable figures for the private business sector show a decline in growth of output per hour from a 2.9 percent to a 1.0 percent rate. While the decline in the growth rate in manufacturing is smaller, this does not imply that the energy price effect observed for the private business sector was smaller or absent in manufacturing.

An estimate of the Rasche-Tatom production function for manufacturing shows that the energy effect on manufacturing is essentially the same as that for the private business sector. Table 2 shows estimates of PBS output (X) and manufacturing output (X_m) for the period 1948-76. In each case, output is a function of hours employed (h), the product of the sector's lagged net capital stock and the Federal Reserve Board capacity utilization rate (k), and the relative price of energy in each sector (P_e), which is found by deflating the producer price index for fuel and related products and power by the implicit price deflator for output in the respective sectors. There is little difference between the size of the effect of the relative price of energy on the private business sector

### Table 2

<table>
<thead>
<tr>
<th>Equation</th>
<th>Coefficient</th>
<th>t-Statistic</th>
<th>Standard Error</th>
<th>D.W.</th>
<th>( \rho )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \ln X_m = 1.426 + 0.524 \ln h_m + 0.476 \ln k_m - 0.128 \ln P_e + 0.021t )</td>
<td>1.426</td>
<td>4.10</td>
<td>0.524</td>
<td>2.48</td>
<td>0.476</td>
</tr>
</tbody>
</table>

\( R^2 = 0.93 \)
\( S.E. = 0.021 \)

<table>
<thead>
<tr>
<th>Equation</th>
<th>Coefficient</th>
<th>t-Statistic</th>
<th>Standard Error</th>
<th>D.W.</th>
<th>( \rho )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \ln X = 1.545 + 0.715 \ln h + 0.285 \ln k - 0.109 \ln P_e + 0.018t )</td>
<td>1.545</td>
<td>12.34</td>
<td>0.715</td>
<td>13.95</td>
<td>0.285</td>
</tr>
</tbody>
</table>

\( R^2 = 0.98 \)
\( S.E. = 0.009 \)

The theory and deviation of the equations estimated are discussed more fully by Rasche and Tatom, "Energy Resources and Potential GNP."
or on manufacturing output. Furthermore, the effect is statistically significant at conventional levels in each case. The smaller decline in productivity growth in manufacturing apparently results from the fact that, while the growth of the net capital stock in manufacturing slowed after 1973, it grew faster than hours employed. Growth in the capital stock per hour of all persons employed slowed for the private business sector during 1973-78, but accelerated in manufacturing.

The rise in the relative price of energy was largely due to OPEC actions since 1972; the relative price of energy rose by a similar amount on a worldwide scale, except to the extent that various nations may have offset the increases by lowering their specific taxes on energy products. Consequently, if the energy price-productivity hypothesis is correct, one would expect to observe adverse productivity developments and slower capital accumulation in other nations.

Table 3 shows the trend growth rate for 11 industrial countries from 1960-73 and the average annual growth rate for each country from 1973-78, except for the Netherlands and Belgium where growth rates are computed through 1977. In each country, productivity growth declined in the later period. In half the foreign countries, the reduction in the five-year average annual rate was more than the standard error of the prior trend-adjusted annual growth rate (Canada, Sweden, United Kingdom, Italy, and Japan). In Italy and Sweden, the reduction was more than twice the standard error of the prior annual growth rate. The pattern of the reduction also conforms to the U.S. experience. In every country but West Germany, productivity growth was more than one standard error below the prior trend during 1974 or 1975. In 8 of the 11 countries, productivity growth in 1974 or 1975 declined by more than twice the standard error of the 1960-73 trend-adjusted annual growth rate (the exceptions are West Germany, the Netherlands, and Denmark).

The estimate of the energy elasticity of output from the equations in Table 2 is 11.4 percent in the manufacturing sector and 9.9 percent for the private business sector. Denison's claim that this elasticity must be larger in manufacturing appears to be correct. The difference is not statistically significant, however, since the standard error for the manufacturing elasticity is 5.2 percent, while that for the private business sector is 1.9 percent. See Denison, "Explanations of Declining Productivity Growth," pp. 16-17. The coefficient on hours in the manufacturing sector is low, given that the share of labor cost for the manufacturing sector during the sample period averaged 65.9 percent. The implied hours elasticity of output in Table 3 for manufacturing is only 46.5 percent, but given its standard error of 18.7 percent, the hypothesis that the hours elasticity and labor share are equal cannot be rejected at the 95 percent confidence level. When the equations in Table 3 are estimated with the output elasticity of hours constrained to equal the average share of labor cost during the sample period, the estimate of the energy elasticity of output is 0.9 percent in both sectors and significant. Moreover, an F-test of this constraint fails to reject it at the 5 percent significance level.

When a second time trend is included in the equations in Table 2 to allow for the slowing in the rate of technological change after 1966 discussed earlier, it is not statistically significant at the 90 percent significance level in either case. Productivity growth was more than one standard error below the prior trend during 1974 or 1975. In 5 of the 11 countries, productivity growth in 1974 or 1975 declined by more than twice the standard error of the 1960-73 trend-adjusted annual growth rate (the exceptions are West Germany, Belgium, and Denmark).

The worldwide decline in productivity growth has also been noted recently in "Whatever Happened to Productivity?" The Economist (August 25-31, 1979), pp. 60-61. As in the case of manufacturing above, it is possible that the labor productivity decline has been partially avoided in countries such as West Germany and Belgium by institutional arrangements such as "indexing" which keep real wages from falling and lead to faster capital growth relative to employment. Such growth is manifested primarily by negative or slow employment growth.
Finally, the rise in the relative price of energy led to incentives to reduce the desired capital-labor ratio in production through a reduced pace of capital formation. Again, this would be expected to occur worldwide. A recent report by the Bank for International Settlements shows that for the United States and five of the foreign countries in Table 3, real nonresidential fixed investment slowed dramatically after 1973 compared with a 1955-73 trend. In the five foreign countries, such investment was virtually flat from 1973 to 1978, compared with annual trend rates prior to 1973 of 15.5 percent in Japan, 5.3 percent in Italy, 6.5 percent in Germany, 7.9 percent in France, and 5.8 percent in the United Kingdom. Capital formation patterns are similar in the other five foreign nations. In Belgium, real nonresidential capital formation slowed from a 5.2 percent average annual rate of growth in 1965-73 to a 0.3 percent rate in 1973-76. Comparable slowdowns occurred in Denmark, (4.7 percent to −1.0 percent) and the Netherlands (4.5 percent to −2.3 percent). Data available through 1978 indicate that real nonresidential gross capital formation slowed in Sweden from a 3.6 percent rate in 1965-73 to a −1.3 percent rate in 1973-78. In Canada the slowing was smaller: from a 4.6 percent rate in 1965-73 to a 3.1 percent rate in 1973-78. Thus, two of the major implications of the energy price rise in the seventies appear to be borne out in other nations as well.

SUMMARY AND CONCLUSION

Productivity growth declined substantially during the seventies. Many analysts, regarding the decline as a cyclical phenomenon which reflected unusually high levels of unemployment, did not recognize the seriousness of the problem. In recent months, however, it has become more widely recognized that the productivity problem of the seventies is not a temporary cyclical aberration. Nonetheless, the source of the productivity problem remains controversial.

Economic theory suggests several sources of the problem. With the possible exception of energy price developments during the decade, however, no single factor appears to account for the entire problem. While the changing composition of the labor force has been erroneously tagged as the main factor adversely affecting productivity in the seventies, the relatively slow pace of capital formation, including research and development capital, has quietly played an important role in productivity's decline. In addition, the diversion of capital formation from market-oriented production to government-regulated goals (such as clean air, occupational health and safety) has been a contributing factor.

The reasons for the slowing of capital formation are as diverse as those that account for productivity developments. Both the increased relative cost of purchasing new plant and equipment and the higher relative cost of operating capital account for a large part of the slowing. These, in turn, are largely due to energy price developments. Inflation and uncertainty about future inflation have also provided strong disincentives for business investment. Much of the disincentive effect of inflation arises through the tax system, but high inflation rates also increase the variability of inflation, which adds to the riskiness of business ventures. Coupled with increased risk arising from growing government influence in the marketplace, risk premiums built into the costs of funds have escalated, further reducing capital formation incentives.

The influence of some of the factors affecting productivity in the seventies may be reversed in the eighties. For example, the sharp acceleration of government regulation in the seventies, to the extent it represented substantial “start-up” requirements of new programs, may slow in the coming decade. The labor force will tend to become more experienced in the eighties as the proportion of young workers declines and participation rates of women level off. Barring further disruptions, large increases in the relative price of energy are less likely since pricing decisions of OPEC appear to be based upon major changes in market structure such as the formation of the cartel or production policy changes in member countries. In addition, such increases will become increasingly limited by the competitive cost of alternative sources of energy. In spite of such favorable possibilities, however, other adverse factors influencing both capital formation and productivity growth remain. Moreover, the substantial losses of productivity in the seventies are not likely to be recouped without considerable effort.

The list of possible policy options to restore productivity growth is quite long. Essentially it includes any
efforts that increase incentives to improve labor skills, increase the quantity and quality of plant, equipment, research and development, and increase incentives to produce and utilize energy resources efficiently. Most of the proposals involve cutting various taxes or removing regulatory restraints to stimulate the supply of resources and output in the economy.

Monetary policy can also be useful in the promotion of productivity growth. Inflation and its variability retard the expected returns from investment and increase risk. Since inflation depends principally upon the rate of growth of the money supply, a policy which obtains lower and more stable growth rates of the money stock would enhance productivity growth. The most practical means for removing variability of monetary growth and achieving a lower targeted rate of growth is to conduct policy to achieve targets for the monetary base rather than targets for interest rates.