Monetary and Fiscal Influences on Economic Activity: 
The Foreign Experience 

by MICHAEL W. KERAN

The November 1968 and November 1969 issues of this Review included articles which developed and explained in some detail a procedure for testing the relative importance of monetary and fiscal influences on economic activity in the United States. The conclusions reached in those articles were that (except for the years covering World War II) monetary influences had a stronger, more predictable, and faster impact on economic activity than fiscal influences.

This article presents additional empirical evidence on the monetary-fiscal issue on the basis of data from eight foreign countries. The analysis of this foreign experience tends to confirm the results obtained for the United States. Because the test procedure is identical with that used and described in some detail in the previous articles, this article is devoted mainly to presenting and describing the empirical evidence.

The conclusions reached in both articles were that monetary influences have had a larger, more predictable, and faster effect on economic activity than fiscal influences. If the relationship observed in the United States reflects an important and stable underlying phenomenon, then one would expect that similar relationships would exist in other countries with roughly similar economic institutions. The intent of this article is to investigate comparable monetary and fiscal influences on economic activity for a selected group of foreign countries.

According to many authorities, the most desirable quality of any empirically-estimated equation is its accuracy in forecasting the future. According to Christ, "the future should be interpreted to include anything unknown to the forecaster when he did his work." Thus, a significant test of the equation developed with respect to the United States would be to subject it to tests using data from other countries. With this in mind, this article should be viewed as an attempt not only to increase our understanding of monetary and fiscal relations in particular foreign countries, but also to provide an independent test of the "forecasting ability" of equations developed for the United States.

One of the major current debates among economists and policymakers in the United States and abroad deals with the relative importance of monetary and fiscal influences on economic activity. This debate reflects a growing awareness of the importance of monetary policy in any stabilization program. In part, this awareness stems from the intellectual resurgence of the quantity theory of money as an explanation of short-run movements in economic activity. In the main, however, it is probably due to the surprising number of recent historical experiences in which monetary actions have seemed to be effective and fiscal actions have seemed to be ineffective.

The two episodes best known to the American public are the tight money-easy fiscal policy combination of 1966 which preceded the mini-recession in early 1967, and the easy money-tight fiscal policy combination of the last half of 1968 which was followed by continued economic boom in 1969. Similar experiences have occurred in other countries. In early 1968, for example, the United Kingdom had an easy money-tight fiscal policy combination and experienced a continued economic boom in the second half of 1968 and through early 1969.

This Review has recently published two articles analyzing the relative impact of monetary and fiscal influences on economic activity in the United States.1
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2Carl F. Christ, Econometric Models and Methods, (John Wiley and Sons, Inc., 1966). "Thus, a person might forecast some aspect of nineteenth century behavior by means of theory and data derived solely from the twentieth century," page 5. "Is there any truth in the maxim that prediction provides the acid test? The answer is yes. (If) . . . we confront the model with an entirely new set of data which we were not familiar with when the model was chosen," page 547.
This article will deal with these issues in the following order: first, a brief consideration of the test procedures; second, consideration of the data problems in making empirical tests of foreign countries; third, presentation of the statistical results; fourth, testing various propositions; and finally, some general observations on the role of monetary influences on economic activity.

The Test Procedure

The basic form of the equation used to test the relative impact of monetary and fiscal influences on economic activity is the same as that used in the previous articles in this Review. The general form of the test equation is:

\[ \Delta Y = a_0 + a_1 \Delta M + a_2 \Delta F, \]

where: \( \Delta Y \) is a measure of changes in economic activity; \( \Delta M \) is a measure of changes in monetary influences; \( \Delta F \) is a measure of changes in fiscal influences; \( a_1 \) and \( a_2 \) are symbols which represent the magnitude of the impact of monetary and fiscal influences, respectively, on economic activity; and \( a_0 \) represents the average impact of all other influences on economic activity during the same period.

The earlier articles presented a detailed discussion of the relative advantages and disadvantages of this "single equation" approach as opposed to alternative approaches to measuring monetary and fiscal influences. That discussion will not be repeated here.

The procedure employed in this article is to test two variables which are usually considered to be under the control of the monetary and fiscal policymakers to see which variable has the dominant impact on economic activity. These variables are not necessarily those which are consciously controlled by policy makers. Rather, the variables tested are those which

---

3One point should be emphasized. The "single equation" approach used here does not provide any direct evidence about whether the Keynesian Income-Expenditure theory or the Modern Quantity theory is the most appropriate explanation of national income. The reason for this is because the "single equation" test used in this article does not discriminate between the behavioral assumptions of the two theories. See Keran, pp. 6-8 for further discussion of this and related issues. It is theoretically possible to have a strong and prompt monetary influence on economic activity in a Keynesian model. Such a model was estimated empirically by J. Ernest Tanner in "Lags in the Effects of Monetary Policy," American Economic Review, December 1969.


4The consumer price index is not seasonally adjusted. The exact formula is presented in the Appendix.
The measure of monetary influence used for each country was the money stock as defined by the International Monetary Fund (IMF) in its *International Financial Statistics*. This was the only monetary variable which was available quarterly on a consistent basis for all countries. However, it would be desirable in future research to try other monetary variables, such as the monetary base or total reserves of the banking system.

The most serious data problems were encountered in developing an appropriate fiscal variable. Possible measures of the fiscal influence are total Government spending (including transfer payments as well as purchases of goods and services), high-employment tax receipts, the differences between government spending and high-employment tax receipts, and changes in the national debt. Data on high-employment tax receipts and on the national debt were not available for any of the countries. Of necessity, therefore, the only measure of fiscal influences used in this paper is total Government spending culled from Treasury statistics on cash outlays including transfers to Government corporations. The Government component of the National Income Accounts could not be used for two reasons: 1) it included only purchases of goods and services; and 2) it included expenditures at all levels of government. Even on this basis, fiscal measures were available for only three countries. By coincidence, they were the same countries which had GNP data: Canada, Germany, and Japan.

This limited measure of fiscal influence may not be as serious a liability as it appears. Experience with United States data indicates that Government spending is the best measure of fiscal influences. However, it does mean that further research on fiscal influences could possibly change the results presented in this article. For Belgium, France, Italy, the Netherlands, and the United Kingdom, no consistent quarterly fiscal variable was available. For these countries only monetary influences on economic activity were measured.

It could be argued that different definitions of the money stock would be appropriate for different countries because of different institutions. This is a reasonable proposition. However, a consistent IMF definition of money was used for two reasons: (1) the author is not familiar enough with the institutions in each country to reformulate the money stock definition; (2) the author did not want to be accused of constraining the data source on the basis of which best supported his hypothesis.

Actual Government spending need not be adjusted for the high-employment concept because the differences would be conceptually small. On the other hand, the difference between actual and high employment tax receipts can be conceptually large. See Keith Carlson, "Estimates of the High-Employment Budget," this *Reviere*, June 1966.

Fiscal data were available for the United Kingdom from 1962 but are not included here for reasons given in Appendix II.

The results reported in this article are based on the data and sources described. However, it is conceivable that some sources of data may have been overlooked which could have improved, or perhaps modified, the results presented.

### Statistical Results

The summary results of the regression analysis in both first and central difference form, using the Almon distributed lag technique, are presented in Tables I and II. In the case of first differences, the quarter-to-quarter change from period \((t-1)\) to period \((t)\) is labeled as the change at period \((t)\). In central difference form, the average change from \((t-1)\) to \((t+1)\) is labeled as the change at period \((t)\). Although the first difference form is the usual method of presenting "change" data, the central difference form more closely approximates the economic concept of "change" at a point in time.

Table I includes those countries in which economic activity is measured by GNP and in which the fiscal influence is measured by total central Government spending. Table II includes those countries in which economic activity is measured by the proxy variable and in which a fiscal variable was not available. In the Appendix, the validity of the proxy variable is discussed and it is shown that it gives substantially the same result as when GNP is used to measure economic activity. For those who are unfamiliar with interpreting statistical results as presented in Tables I and II, a description of the Canadian first difference

---

5The sources of all data used in this article are listed at the end of the Appendix.

6In each test the form of the equation was estimated with money alone, fiscal alone, and a combination of the two. Alternative time lags between \((t-1)\) and \((t-6)\) were tried. The form of the equation selected and the time lags to represent each time period were chosen on the basis of minimum standard error of estimate adjusted for degrees of freedom.

The Almon lag technique, by constraining the distribution of coefficients to fit a polynomial curve of \((n)\) degree, is designed to avoid the bias in estimating distributed-lag coefficients which may arise from multicollinearity in the lag values of the independent variables. The theoretical justification for this procedure is that the Almon constrained estimate is superior to the unconstrained estimate because it will create a distribution of coefficients which more closely approximates the distribution derived from a sample of infinite size. In order to minimize the severity of the Almon constraint, the maximum degree of the polynomial was used in each case. The maximum degree is equal to the number of lags plus one of the independent variables up to five lags. Following the convention established by Shirley Almon, "The Distributed Lag Between Capital Appropriations and Expenditures," *Econometrica*, (January 1965), if there are \((n)\) lags, \((t+1)\) and \((t-n+1)\) are both constrained to zero. The regressions were also run without constraining the beginning and ending values to zero, and the results are virtually identical.

results in Table I is provided. Others may proceed to the section titled "Presentation of Results."

How to Read the Statistical Results — The time period (II/1953-IV/1968) for Canada indicates the period during which the dependent variable (ΔGNP) is explained by the monetary and fiscal variables. The lag (t-6) indicates that it takes the contemporary and six lagged quarters for the monetary and fiscal influences to have their full effect on the economy.

At the top of Table I is an equation similar to that described on page 17. Changes in Gross National Product (ΔGNP) is the variable to be explained. Changes in the money stock (ΔM) and changes in Government expenditures (ΔE) are the variables which are postulated to explain ΔGNP. a1 is the symbol for the measured influence of ΔM on ΔGNP, holding ΔE unchanged, and a2 is the symbol for the measured influence of ΔE on ΔGNP holding ΔM unchanged, a0 represents the estimated trend value of all other influences on ΔGNP.

The columns of numbers in Table I under a1 and a2 represent the statistically estimated value of the average relation between the monetary or fiscal influence and ΔGNP for various countries. In the case of Canada, 4.27 is the estimated monetary coefficient, which implies that on the average, for every $1 increase in the money stock, there will be a $4.27 increase in GNP over the current and six following quarters. The number below, enclosed by a parenthesized (5.75), is the “t” statistic, which is a measure of the statistical confidence one may have that the estimated coefficient has the same sign as the “true” coefficient relating ΔM to ΔGNP. The larger the “t” statistic, the greater our confidence in the value of the estimated coefficient. In general, an estimated coefficient with a “t” statistic larger than 1.96 is significantly different from zero, and a “t” statistic smaller than 1.96 is not significantly different from zero at the 95 per cent confidence level. The convention in economics is to make the 95 per cent confidence interval the boundary between acceptance or rejection of the coefficient as significantly different from zero. Thus, in the case of Canada, the statistical results indicate that the monetary influence is positive and highly significant.

The estimated coefficient for the fiscal influences for Canada is -1.45. The implication is that for every $1 increase in Government expenditures, there will be a $1.45 decrease in GNP after six quarters. This negative relation is contrary to the generally assumed relation between Government spending and GNP. However, the “t” statistic of (1.38) indicates the estimated fiscal coefficient is not statistically different from zero, and consequently this result is not persuasive evidence that Government expenditures are perverse in their effect on economic activity. The R2 is the coefficient of determination adjusted for degrees of freedom. It is .43 for Canada. This means that

---

12It should be kept in mind that this description is highly simplified. Those who are interested in a more complete and rigorous explanation of statistical hypothesis-testing should consult any elementary textbook in statistics.

13ΔE rather than ΔF is used here as a symbol of the fiscal influence because the specific measure used in this case is changes in Government expenditures. ΔF was a surrogate for any measure of fiscal influence.

---

### Table I

**MONETARY AND FISCAL INFLUENCES ON ΔGNP**

<table>
<thead>
<tr>
<th>Country</th>
<th>Time Period</th>
<th>Constant Term</th>
<th>Monetary Influences</th>
<th>Fiscal Influences</th>
<th>D-W</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(First Differences - Billions of National Currency)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>II/1953 - IV/1968</td>
<td>(.33)</td>
<td>(4.27)</td>
<td>-1.45</td>
<td>.43</td>
</tr>
<tr>
<td>Germany</td>
<td>III/1961 - III/1968</td>
<td>(.17)</td>
<td>(.76)</td>
<td>8.88</td>
<td>.68</td>
</tr>
<tr>
<td>Japan</td>
<td>I/1956 - III/1968</td>
<td>(.07)</td>
<td>1.27</td>
<td>.27</td>
<td>.81</td>
</tr>
<tr>
<td>United States</td>
<td>I/1954 - III/1969</td>
<td>(.14)</td>
<td>3.19</td>
<td>5.00</td>
<td>.01</td>
</tr>
</tbody>
</table>

**Note:** Regression coefficients are the top figures; their “t” statistics appear below each coefficient, enclosed by parentheses. R2 is the percent of variation in the dependent variable which is explained by variations in the independent variables. D-W is the Durbin-Watson statistic.

*Lags are selected on the basis of minimum standard error, adjusted for degrees of freedom.
43 per cent of the variation in $\Delta GNP$ can be explained by variation in the monetary and fiscal variables, $\Delta M$ and $\Delta E$.

Considering that the statistical estimates were made on the basis of quarterly first differences, which magnifies the random elements in the data, an $R^2 = .43$ is considered to be reasonably high. D-W (the Durbin-Watson statistic) is a measure of randomness in the error term of the estimated equation. An acceptable range for the D-W statistic in these equations would be roughly between 1.25 and 2.75.15

**Presentation of Results** — Table I shows the summary regression results for Canada, Germany, Japan and the United States, using changes in quarterly GNP as a measure of economic activity. In each case the results are presented in both first difference and central difference form. Central difference data are, in effect, a two-term moving average of first difference data. Thus, central differences have consistently higher $R^2$ than first differences because some of the random movements which are so prominent in first difference data have been averaged out. This also has the effect of reducing the randomness of the error term and thus reducing the value of the Durbin-Watson statistic.16

The regression results in Table I give substantially consistent implications with respect to monetary influences. In every country the coefficient for the monetary variable is positive and statistically significant in both first and central difference form. On the other hand, the fiscal variable does not exert an influence which exhibits any systematic pattern for the various countries. For Canada the fiscal variable is insignificant in first differences and negative and significant in central differences. For Germany and the United States, it is statistically insignificant in both first and central difference form. For Japan, the fiscal variable is statistically insignificant in first differences and positive and statistically significant in central differences. These results contrast sharply with those for the monetary variable where, for each country, and for both first and central differences, the monetary coefficient is positive and statistically significant.

The other countries in this study do not have quarterly GNP estimates which can be used as a measure of economic activity. For those countries economic activity is measured by the proxy variable defined above and justified in the Appendix.

In Belgium, France, Italy, the Netherlands, and the United Kingdom (before 1962), acceptable measures of fiscal influence are not available. For these countries, it was only possible to measure monetary influences on economic activity. This is done in Table II with quarterly observations from 1953 to 1968, using both first and central difference form.

### Table II: MONETARY INFLUENCES ON A PROXY MEASURE OF ECONOMIC ACTIVITY ($\Delta Y$)

<table>
<thead>
<tr>
<th>Country</th>
<th>Time Period</th>
<th>Lags*</th>
<th>Constant Term</th>
<th>Monetary Influences</th>
<th>Dummy Variable</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(First Differences - Billions of National Currency)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td>II/1953 - IV/1968</td>
<td>1-3</td>
<td>3.00</td>
<td>2.57</td>
<td>23.60</td>
<td>.28</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.02)</td>
<td>(3.08)</td>
<td>(3.19)</td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>II/1953 - IV/1968</td>
<td>1-2</td>
<td>3.17</td>
<td>2.09</td>
<td>98.81</td>
<td>.82</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.31)</td>
<td>(2.55)</td>
<td>(15.38)</td>
<td></td>
</tr>
<tr>
<td>Italy</td>
<td>II/1953 - IV/1968</td>
<td>1-3</td>
<td>1.19</td>
<td>1.87</td>
<td></td>
<td>.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(1.96)</td>
<td>(5.61)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Netherlands</td>
<td>II/1953 - IV/1968</td>
<td>1-5</td>
<td>0.01</td>
<td>6.02</td>
<td></td>
<td>.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(.04)</td>
<td>(5.31)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>II/1953 - IV/1968</td>
<td>1-6</td>
<td>.21</td>
<td>1.41</td>
<td></td>
<td>.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(2.12)</td>
<td>(2.63)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Country</th>
<th>Time Period</th>
<th>Lags*</th>
<th>Constant Term</th>
<th>Monetary Influences</th>
<th>Dummy Variable</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(Central Differences - Billions of National Currency)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td>II/1953 - IV/1968</td>
<td>1-3</td>
<td>1.05</td>
<td>3.17</td>
<td>17.77</td>
<td>.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(.55)</td>
<td>(5.83)</td>
<td>(3.76)</td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>II/1953 - IV/1968</td>
<td>1-2</td>
<td>-.02</td>
<td>3.25</td>
<td>34.16</td>
<td>.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(.01)</td>
<td>(3.40)</td>
<td>(4.39)</td>
<td></td>
</tr>
<tr>
<td>Italy</td>
<td>II/1953 - IV/1968</td>
<td>1-6</td>
<td>.19</td>
<td>1.75</td>
<td></td>
<td>.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(3.14)</td>
<td>(7.92)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Netherlands</td>
<td>II/1953 - IV/1968</td>
<td>1-5</td>
<td>-.07</td>
<td>6.62</td>
<td></td>
<td>.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(.32)</td>
<td>(6.69)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>II/1953 - IV/1968</td>
<td>1-6</td>
<td>.20</td>
<td>1.46</td>
<td></td>
<td>.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(4.31)</td>
<td>(3.86)</td>
<td></td>
<td>.91</td>
</tr>
</tbody>
</table>

Notes: Regression coefficients are the top figures; their "t" statistics appear below each coefficient, enclosed by parentheses. $R^2$ is the per cent of variation in the dependent variable which is explained by variations in the independent variable. D-W is the Durbin-Watson statistic.

*Selected on the basis of minimum standard error of the estimate adjusted for degrees of freedom.
In the case of Belgium and France, dummy variables were added to account for major nation-wide strikes. In Belgium, there was a nation-wide strike in December 1960 and January 1961 which closed down most major industries. To account for this non-monetary influence on economic activity, a dummy variable was included which assumed the value of $-1$ in IV/1960-I/1961 and a value of $+1$ in II/1961. For all other periods the dummy variable had a value of zero. In France, there was a nation-wide strike in May 1968 which shut down virtually all industry. As monetary influences would not be expected to explain this phenomenon, a dummy variable was included which assumed the value of $-1$ in the second quarter of 1968 and $+1$ in the third quarter of 1968. The dummy variable assumed a value of zero for all other quarters. For France the statistical significance of the dummy variable was substantial in first differences and much less so in central differences, because the impact of the strike was partially averaged out in central difference data. Consequently, the high $R^2$ for French first difference results (.82) should be partially discounted.

Although the monetary influence is statistically significant for every country in this study, there is a substantial degree of variation in the estimated value of the monetary influence between countries. For example, in first-difference form the monetary variable for Germany is 8.88, and for the United Kingdom it is 1.41. This range of values is largely due to variations in institutional factors in each country, such as the level of per capita income, the traditional payment period for workers, and the number and availability of money substitutes.

Table III

<table>
<thead>
<tr>
<th>Country</th>
<th>Monetary Influence ((a_1))</th>
<th>Velocity ((\text{GNP}/M))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Germany</td>
<td>8.88</td>
<td>6.60</td>
</tr>
<tr>
<td>United States</td>
<td>5.50</td>
<td>4.56</td>
</tr>
<tr>
<td>Canada</td>
<td>4.27</td>
<td>3.14</td>
</tr>
<tr>
<td>Japan</td>
<td>2.78</td>
<td>2.60</td>
</tr>
<tr>
<td>Netherlands</td>
<td>6.02</td>
<td>4.22</td>
</tr>
<tr>
<td>Belgium</td>
<td>2.57</td>
<td>2.85</td>
</tr>
<tr>
<td>France</td>
<td>2.09</td>
<td>2.96</td>
</tr>
<tr>
<td>Italy</td>
<td>1.87</td>
<td>2.23</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1.41</td>
<td>2.70</td>
</tr>
</tbody>
</table>

These institutional factors can substantially influence the amount of money stock required to induce a given change in economic activity. One rough measure of the institutional differences between countries is the observed ratio of the money stock to income (the income velocity of money). As can be seen in Table III, the estimated value of the monetary influence for each country (\(a_1\)), is closely associated with the income velocity of money.

The monetary influence values are derived from first-difference results in Tables I and II. The values for velocity (\(\text{GNP}/M\)) are calculated on the basis of annual GNP and money stock data for 1968. These results indicate that the monetary influence values are substantially influenced by the institutional factors which determine velocity in each country. However, as these institutional factors seem to change only slowly over time, the monetary influence values are relatively stable within each country.

The results presented in Table II, where monetary influences alone are measured, are consistent with the results in Table I in which both monetary and fiscal influences are measured. The monetary influence is positive and statistically significant in all countries considered in both first and central difference forms of the equation. The $R^2$s are sufficiently high to infer that monetary influences explain a significant amount of the change in economic activity in these countries. Every substantial movement in money is followed by a roughly proportional movement in economic activity.

The results presented in Tables I and II indicate that in nine of the major industrial countries of the world, monetary influences play an important role in determining the short-run movements in economic activity.

### Testing Propositions

Three propositions with respect to monetary and fiscal influences were tested in earlier articles on the basis of United States results. These propositions considered whether monetary or fiscal actions were (1) stronger, (2) more predictable, and (3) faster-acting. The conclusion reached with respect to the United States was that monetary actions dominated fiscal actions in each proposition.

These same propositions will be tested for foreign countries in which both monetary and fiscal measures are available; that is, Canada, Germany, and Japan. In addition, updated results for the United States will be presented as a basis for comparison.

**Which is stronger?** To measure the relative strength of monetary and fiscal influences during the test period we need to know which has had the largest impact on economic activity. If the monetary influence...
and fiscal measures had the same dimension and the same average degree of variation, the test could be made by directly comparing the size of the estimated coefficients of the monetary and fiscal variables. As these conditions are not satisfied, the estimated coefficients cannot be used directly for this test. However, when the estimated coefficients are “normalized” by being converted into beta coefficients, they can be compared.18 The “sum” beta coefficients for Canada, Germany, Japan, and the United States are presented in Table IV for both first and central difference form.

The results indicate a considerable degree of consistency between countries. In every country for both first and central differences, the beta coefficients for the monetary variable are substantially larger than that for the fiscal variable. In every case the sign of the monetary variable is positive (a change in money leads to a change in GNP in the same direction), and the values are statistically significant. The sign of the beta coefficient for the fiscal variable varies between countries and is statistically significant only for Canada and Japan in central difference form. However, the values of the fiscal coefficients in these two countries are opposite in sign, indicating a lack of cross-country consistency. Clearly, for the time periods and countries considered, monetary influences have had a stronger impact on economic activity than have fiscal influences.

Which is more predictable? — The best-known measure of the predictability of the monetary and fiscal influences on economic activity is the “t” statistic.

As indicated above, the “t” statistic is a statistical indicator of the confidence one may have that the “true” relationship between the independent and the dependent variables has the same sign as that of the statistically estimated relationship between those variables. The larger the “t” statistic, the more confidence one may have that the monetary and fiscal variables are predictably related to economic activity. The sum “t” statistics of the monetary and fiscal coefficients included in Table I are reported separately in Table V for both first and central differences. Again, the results are remarkably consistent between countries. In every case the “t” statistic for the monetary coefficient is larger than the “t” statistic for the fiscal coefficient. As a crude indicator of the relative precision of coefficient estimates, the absolute value of the average “t” statistic of the monetary variable is 4½ times larger than that of the fiscal variable. Thus, for the four countries considered, the monetary variable is substantially more predictable in its effect on GNP than the fiscal variable.

---

18 Beta coefficients are equal to the estimated coefficient times the standard deviation of independent variable over the standard deviation of the dependent variable. See Arthur S. Goldberger, Economic Theory, (John Wiley and Sons, 1964), pp. 197-98.
between countries. For each country, the effects of the monetary influence substantially outweigh the effects of the fiscal influence in the contemporary quarter, except for the case of Japan. In Japan, where the fiscal influence has had the largest overall positive association of any of the countries considered, the monetary influence outweighed the fiscal influence in the first and second lagged quarters. The general impression from observing the quarterly pattern of the beta coefficients is that monetary influences tend to have a faster impact on GNP than fiscal influences for these four countries.

The results of testing these three propositions about monetary and fiscal influences on economic activity for Canada, Germany, and Japan are consistent with the results obtained from earlier studies on the United States.

Additional Observations in the Money-Economic Activity Relation

Two points should be kept in mind in interpreting these results:

1) Monetary influences have a large and systematic influence on economic activity. Because policymakers can control the money stock, monetary policy should play a central role in any successful stabilization policy.

2) The high degree of statistical association between monetary influences and economic activity should not be taken to imply that there are no other systematic influences operating on economic activity. Economic activity can be influenced by a wide range of factors which are independent of monetary influences. A demonstration of this fact is that the degree of variation in economic activity, explained by monetary influences is less than perfect.

Both of these points can be highlighted with examples from three countries.

Germany — Chart II illustrates that from 1954 to 1964, German monetary influences were relatively stable as measured by the quarter-to-quarter changes in the money stock. With the exception of a moderate deceleration in 1959 and 1960, no cyclical pattern can be observed in the money stock. Economic activity during the 1954-64 period also exhibited a relatively stable growth rate. However, there were several moderate fluctuations with cyclical troughs in 1958, 1960, and 1962. Yet only the trough in 1960 was associated with restrictive monetary influences. Although none of these cyclical movements in economic activity
were sufficiently strong to have been generally considered a recession, they illustrate that cyclical movements in economic activity do occur independently of monetary influences.

German developments in the 1965 to 1969 period, moreover, provide an example of the strength of monetary influences when they are allowed to operate. In late 1965 and in 1966 the German monetary authorities followed a systematically restrictive policy, as indicated by the steady deceleration of the money stock. This monetary action was, in part, a response to fears of domestic inflation, although in the main it was due to concern over deterioration of the German international trade position. This restrictive monetary policy was followed by a substantial deceleration in economic activity in late 1966 and 1967. As the international trade position improved, monetary policy was eased, and the money stock accelerated in 1967 and 1968. Economic activity responded promptly, resuming the rapid growth rates of earlier years. The 1966-67 business cycle trough was widely recognized in Germany as a period of recession, and its cause can be clearly traced to the actions of the monetary authorities.

German postwar experience illustrates two things: first, stable monetary influences do not exclude the possibility of cyclical instability in the economy; and second, fluctuating monetary influences seemingly induce fluctuations in economic activity.

---

\(^9\) This raises an important point in statistical estimation procedures. A regression analysis on German data from 1954 to 1964 would not have shown a statistically significant association between monetary variables and economic activity. The method of computing statistical association is that variations in one variable are observed to occur systematically with variations in another variable. If there is little or no variation in monetary variable, then the statistical regression procedures will not measure any significant relation with economic activity.

Italy — Chart III illustrates that the Italian experience in the post-war period is similar to that of Germany. From 1953 to 1957, monetary influences in Italy were stable and economic activity grew at a relatively stable rate, with some irregular quarter-to-quarter movements. From 1958 to 1962 the money stock accelerated and, correspondingly, economic activity accelerated. Because of a deterioration in their international trade position in 1962 and 1963, the Italian monetary authorities followed a tight money policy in 1963 and early 1964. Their actions caused a sharp deceleration in economic activity in late 1963 and into 1964. When the money stock was permitted to accelerate in the second half of 1964, economic activity expanded in line with its previous growth rate. Italy has had stable growth in both money and economic activity since 1965, despite its widely publicized political turmoil.

Japan — The Japanese experience contrasts with that of Germany and Italy in its more frequent reversals of monetary actions, as shown in the lower tier of Chart IV. This monetary behavior has apparently caused all postwar business cycles in Japan to be dominated by monetary considerations. Japan has had four cyclical troughs: in 1954, 1957, 1962, and 1965. Each of these troughs was preceded by a deceleration in the money stock and each recovery with an acceleration in the money stock. All systematic movements in economic activity in Japan have been related to monetary considerations. From 1965 to 1968, Japan followed a stable monetary policy and, as a result, economic activity has also grown at a relatively stable rate until very recently.

The Japanese experience reinforces the points made above. Although stable monetary influences do not guarantee stable growth in economic activity, unstable monetary influences seem to assure fluctuations in the growth of economic activity.

Conclusion

The purpose of this article has been to review the postwar economic experience of a variety of industrial countries to see whether monetary and fiscal influence bear any systematic relationship to movements in economic activity. The results presented indicate that in spite of admitted differences in economic institutions and differences in the objectives of policymakers between countries, a substantial degree of consistency is observed. For each of the eight foreign countries considered, the monetary influence was important. The estimated coefficient relating the monetary variable to economic activity was positive and statistically significant. Of the countries in which fiscal measures were available, only in Japan was the positive relation postulated by economic theory found to hold.

It is important to keep in mind that these results, especially with respect to fiscal influences, are even more tentative than is generally the case in statistical estimations of economic relations, because of the severe data limitations discussed above.

With this caveat the implication of this study is that our confidence in the results of earlier studies
which were based on United States data, is enhanced. The single equation approach to measuring monetary and fiscal influences on economic activity, which was developed for the United States, has passed the "forecasting test" mentioned at the beginning of this article. That is, the recent economic experience of a number of industrial countries can be better understood by the use of this equation.

Previous research which concluded that monetary influences are important in determining the short-run movements in economic activity is confirmed by the results obtained for other countries.

This article is available as Reprint No. 52.

The Appendix to this article develops the case for using a proxy measure of economic activity for those countries in which quarterly GNP data are not available. The Appendix also considers the special case of the United Kingdom.

APPENDIX

Comparing Nominal GNP and a Proxy Measure of Economic Activity

Nominal GNP is a measure of the market value of all goods and services produced in an economy during a particular time period. It is the most broad-based measure of economic activity available. But since quarterly GNP data are not available for many important countries, a proxy for economic activity was constructed and used in some cases. This alternative measure is equal to the scaled product of the consumer price index (CPI) and industrial production index (IPI) times GNP. The formula for computing the proxy for economic activity (Y) is:

\[ Y = \left( \frac{CPI \cdot IPI}{10,000} \right) \cdot GNP, \]

where the value of GNP is that in the base year of the price and production indexes.

The proxy measure of economic activity has a much narrower base than GNP. The price component of the proxy was measured only by the consumer price index (CPI). However, the CPI tends to move quite closely with movements in the implicit GNP price deflator for those countries in which we have both data series. The real component of the alternative measure is based on the seasonally adjusted industrial production index, which means that all service industries, levels of government, and agriculture are not included.

Despite these limitations, this measure of economic activity is a useful first approximation for the purposes of business cycles analysis. Its usefulness is indicated in Table VI, where economic activity is measured by our proxy variable and by nominal GNP for those countries in which both series are available. As can be seen, the indicators of monetary and fiscal influences give consistently the same results with these different measures.
of economic activity. The coefficient for the monetary variable is positive and statistically significant for each country using both measures of economic activity. The coefficient for the fiscal variable tends to vary in sign and significance from country to country.

Another indication of the reasonableness of the proxy variable (ΔY) is that the quarterly pattern of the beta coefficients for each country with respect to (ΔM) and (ΔE) is almost identical to that presented in Chart I for (ΔGNP). The values of the monetary and fiscal variables with respect to ΔY and ΔGNP, can be compared directly because the proxy variable has been scaled by the value of GNP.

The results presented in Table VI indicate that in some cases the monetary and fiscal variables do a better job of explaining the proxy variable (ΔY) than they do of explaining changes in GNP (ΔGNP). For both Canada and Japan the R² for the proxy variable (ΔY) is larger than that for ΔGNP. In the United States and Germany the R² is higher for ΔGNP than it is for the proxy variable (ΔY). These results imply that the proxy variable is a useful measure of economic activity, permitting meaningful estimates of monetary and fiscal influences.

The Special Case of the United Kingdom

The results for the United Kingdom are consistent with the results for the other countries, when economic activity is measured by the proxy variable (see Table II in the main body of this article). However, when economic activity is measured by GNP or, as the English prefer, GDP, the results are not statistically significant. This can be seen in the first difference results presented in Table VII.

Table VII presents the estimated relationships between monetary and fiscal influences and three different measures of economic activity. When economic activity is measured by the proxy variable (ΔY), the monetary influence is statistically significant and the fiscal influence is not. Together the monetary and fiscal variables explain 21 per cent of the variation in (ΔY). When economic activity

Table VII

<table>
<thead>
<tr>
<th>Dependent</th>
<th>Lags*</th>
<th>Constant Term</th>
<th>Monetary Influence</th>
<th>Fiscal Influence</th>
<th>R²</th>
<th>D-W</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔY</td>
<td>1-3</td>
<td>0.29</td>
<td>3.25</td>
<td>-1.61</td>
<td>.58</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.88)</td>
<td>(7.95)</td>
<td>(1.75)</td>
<td></td>
<td>1.73</td>
</tr>
<tr>
<td>ΔGNP</td>
<td>1-6</td>
<td>0.33</td>
<td>4.27</td>
<td>-1.45</td>
<td>.43</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(3.27)</td>
<td>(5.72)</td>
<td>(1.38)</td>
<td></td>
<td>2.20</td>
</tr>
<tr>
<td>ΔGNP</td>
<td>1-3</td>
<td>-3.26</td>
<td>3.88</td>
<td>0.68</td>
<td>.29</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.76)</td>
<td>(2.85)</td>
<td>(0.41)</td>
<td></td>
<td>2.27</td>
</tr>
</tbody>
</table>

Note: Regression coefficients are the top figures; their "t" statistics appear below each coefficient, enclosed by parentheses. R² is the percent of variation in the independent variable which is explained by variations in the independent variable. D-W is the Durbin-Watson statistic.

Table VII

<table>
<thead>
<tr>
<th>Dependent</th>
<th>Lags*</th>
<th>Constant Term</th>
<th>Monetary Influence</th>
<th>Fiscal Influence</th>
<th>R²</th>
<th>D-W</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔY</td>
<td>1-2</td>
<td>.72</td>
<td>2.50</td>
<td>- .57</td>
<td>.21</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.73)</td>
<td>(3.06)</td>
<td>(1.00)</td>
<td></td>
<td>1.98</td>
</tr>
<tr>
<td>ΔGNP</td>
<td>1-2</td>
<td>.45</td>
<td>3.50</td>
<td>- .52</td>
<td>.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.20)</td>
<td>(.81)</td>
<td>(.14)</td>
<td></td>
<td>3.18</td>
</tr>
<tr>
<td>ΔGDIP</td>
<td>1-3</td>
<td>.54</td>
<td>- .58</td>
<td>- .01</td>
<td>.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.43)</td>
<td>(.51)</td>
<td>(.01)</td>
<td></td>
<td>3.18</td>
</tr>
</tbody>
</table>

Note: Regression coefficients are the top figures; their "t" statistics appear below each coefficient, enclosed by parentheses. R² is the percent of variation in the independent variable which is explained by variations in the independent variable. D-W is the Durbin-Watson statistic.

*Lags are selected on the basis of minimum standard error, adjusted for degrees of freedom.
activity is measured by ΔGNP or ΔGDP, neither the monetary nor the fiscal influences are statistically significant, and the amount of variation in economic activity explained by these variables is only 5 per cent and 2 per cent, respectively, in first difference form.

Quite clearly, when economic activity is measured in first difference form, the proxy variable (ΔY) gives an entirely different assessment of the influences of monetary and fiscal variables than does ΔGNP or ΔGDP. These differing results using alternative measures of economic activity are not observed for the other countries in this study. For every other country ΔY and ΔGNP gave substantially the same results with respect to the monetary and fiscal variables.

An investigation of the time series of GNP and the proxy measure of economic activity provides at least a partial explanation for this discrepancy. Both series show the same basic cyclical pattern in first-difference form. However, the GNP series has a small number of quarterly observations which deviate substantially from the proxy measure series. This is especially true for the third and fourth quarters of 1963, the first and second quarters of 1967, and the second and third quarters of 1968. These deviations tend to be offsetting, that is, a sharp decline in one quarter is matched by a sharp increase in the next quarter. With only 27 observations in the sample period, even six atypical observations can distort the statistical significance of the estimated coefficients.

These atypical observations could be due to the fact that both the GNP and GDP data have greater measurement error than the data which underlies the proxy measure of economic activity. Both the industrial production and consumer price indexes are monthly series which are averaged to compute quarterly proxy measures. The measurement error possibility is consistent with the very large Durbin-Watson statistic (3.18) for first-difference results of both GNP and GDP, which implies a high degree of negative auto-correlation in the error term. When central differences are taken of the GNP and GDP data, the consequences of random-measurement error in the series are reduced. The offsetting movements in the quarterly values ΔGNP and ΔGDP are considerably lessened.

Measuring monetary and fiscal influences against central differences (see bottom half of Table VII), one observes that both the monetary and fiscal variables are statistically significant with respect to GNP, and the explained variation of ΔGNP rises to 30 per cent. The value of the Durbin-Watson statistic is also in a less unacceptable range than in the first difference results. Computing central differences for ΔGDP does not improve the results significantly from the first difference results.2

These results suggest that perhaps a proxy variable may be superior to GNP or GDP as a measure of economic activity; if there is less measurement error in the proxy variable than in the other measures of economic activity.

The relatively short period from I/1962 to III/1968 was used for the regressions in Table VII because total government spending data were not available in earlier years. A longer time span encompassing a wider range of economic events (1953-68) was used in the main body of the article to analyze monetary influences in the United Kingdom.

Data Sources

For each country the seasonally adjusted series for the industrial production index, Gross National Product, money stock, and Government expenditures were used. The consumer price index is not seasonally adjusted.

Belgium — Industrial production index and consumer price index, 1963=100; Main Economic Indicators, OECD; Money Stock: International Financial Statistics, IMF.


France — Industrial production index and consumer price index, 1963=100; Main Economic Indicators, OECD; Money Stock: International Financial Statistics, IMF.


Italy — Industrial production index and consumer price index, 1963=100; Main Economic Indicators, OECD; Money Stock: International Financial Statistics, IMF.


Netherlands — Industrial production index and consumer price index, 1963=100: Main Economic Indicators, OECD; Money Stock: International Financial Statistics, IMF.


---

2M. J. Artis and A. B. Nobay, "Two Aspects of the Monetary Debate," in National Institute of Economic Review, August 1969, report similar results with respect to ΔGDP.