A.W. Phillips’s discovery that inflation is negatively correlated with unemployment served as a heuristic model for conducting monetary policy; but the flattening of the Phillips curve post-1970 has divided debate on this empirical relation into two camps: “The Phillips curve is alive and well,” and “The Phillips curve is dead.” However, this dichotomy oversimplifies the issue. In this article, we apply spectral analysis to the U.S. inflation rate and unemployment rate to conduct a comprehensive analysis of the Phillips curve in the frequency domain. We find that in the very short run, there is no systemic relationship between inflation and unemployment; in the intermediate run, which includes the business cycle frequency, they are strongly negatively correlated; and in the very long run the Phillips curve is strongly positively sloped. Such an analysis of the frequency domain provides a natural demarcation of frequency bands that allows us to recover the Phillips curve in the time domain by applying band-pass filters. Most importantly, we show how spectral analysis can be used to identify a “supply” (permanent) and a “demand” (nonpermanent) shock in the context of a vector autoregression and that demand shocks drive the Phillips curve. Finally, the phase spectral analysis also shows that despite the existence of the Phillips curve at the business cycle frequency under a demand shock, the monetary policy implications are not obvious, due to the unclear lead-lag relationship between inflation and unemployment. (JEL C100, E240, E310, E520, E580)
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1 INTRODUCTION

In 1958, economist A.W. Phillips discovered a strong negative correlation between the money wage rate and the unemployment rate in the United Kingdom.1 Shortly after his findings were published, numerous studies confirmed that this relationship held in many developed economies. For example, Samuelson and Solow (1960) demonstrated that the Phillips curve held in U.S. data, and they began to explore its policy implications.

The profession holds that the inverse relationship between unemployment and inflation implies a tradeoff between the two: low unemployment at the cost of higher inflation or low
inflation at the cost of higher unemployment. This tradeoff provides policymakers a menu of monetary policy prescriptions and also shows them how influencing nominal variables can affect the real economy. Monetary policy, for example, can adjust the money supply or nominal interest rates to affect the price level and then through the Phillips curve affect employment. Because of the explanatory power of the Phillips curve, after its introduction, economists immediately incorporated it into structural models and this literature flourished and became an indispensable part of Keynesian economics.

However, the 1970s saw the Phillips curve breakdown, and the correlation in fact became positive. The U.S. experienced higher oil prices, and these adverse supply shocks caused the Phillips curve to disappear. Economists then worked on alternative explanations to rectify this experience. One branch of research incorporated rational expectations under supply shocks and long-run neutrality of money (meaning that the Phillips curve is flat in the long run in the absence of supply shocks). Another branch had a much different approach, where prices are sticky but monetary policies are endogenous responses to output gaps and inflation (Gordon, 2011). This split in analyzing the Phillips curve led to two very different conclusions on the Phillips curve: “The Phillips curve is alive and well,” and “The Phillips curve is dead.” Since the 1970s, a plethora of theoretical models and regression techniques, ranging from vector autoregression (VAR) to instrumental variable models, have been developed to study the existence of the Phillips curve.

Despite the numerous econometric specifications economists have used for that purpose, very few have investigated the Phillips curve in the frequency domain using spectral analysis. The issue with pure time-domain methods is that it is difficult to distinguish short-run, intermediate-run, and long-run relationships between the inflation rate and the unemployment rate, especially when the time series are full of noise that can mask the underlying dynamics of the data. Although filters such as a band-pass filter can be used to isolate specific components of the data according to the specified frequency of fluctuation, this becomes arbitrary since there are an infinite number of specifications of the frequency bands. Furthermore, the lead-lag relations between inflation and unemployment can also be masked by noise, which makes systematic regression analyses in the time domain challenging.

Spectral analysis, on the other hand, provides a clear way to decompose a time series and its relationships with other time series into movements and comovements across a continuum of cyclical frequencies and leads and lags—all at once. That way the short-run, the intermediate-run, and the long-run behaviors of a vector of time series and their mutual cross lead-lag correlations (or covariances) can be studied simultaneously without resorting to filters where one must specify arbitrarily the frequency intervals a priori. Thus, spectral techniques provide a more compact and complete picture of the joint dynamic behaviors of a vector of time series and ultimately provides economists an additional tool to better characterize any systematic relationships at any cyclical frequencies at any leads and lags among any specified number of economic variables.

The main purpose of this article is to demonstrate how spectral techniques can be used to analyze the U.S. Phillips curve and extract information not easily seen in the time domain. Using such techniques, we find that (i) in the very long run (such as fluctuations at frequencies
lower than 0.02 cycles per quarter or 50 up to infinity quarters per cycle) the Phillips curve is positively sloped, except in the 1950s and 1960s when the Phillips curve became popular; (ii) however, in the intermediate run (i.e., around frequencies of 6 to 50 quarters per cycle), the Phillips curve is alive and well—the correlation between unemployment and inflation is always negative and significant throughout the entire postwar U.S. history, including in the 1970s and 1980s when the Phillips curve was thought to have broken down; and (iii) in the very short run (fluctuations at frequencies higher than 0.17 cycles per quarter or less than 6 quarters per cycle), there is zero correlation between unemployment and inflation throughout the entire sample. We also find the Phillips curve at the conventional business cycle frequency to be highly stable over time.2

These findings explain why in the time domain it is hard to detect the existence of the Phillips curve (especially since the 1970s), because the long-run, intermediate-run, and short-run movements are mixed and thus offset each other in the time domain; in addition, the large amount of noise in the inflation rate has dominated and masked any systematic relationships the rate has with unemployment.

Perhaps equally important and interesting is that the monetary policy implications (justified by the Keynesian models that use the Phillips curve) are not obvious, based on the phase spectrum. The conventional wisdom is that a negative correlation between inflation and unemployment automatically implies a trade-off between the two and a causal link running from inflation to unemployment. But the phase spectrum shows that in the long run, high inflation tends to “cause” high unemployment instead of low unemployment, and in the intermediate run high inflation tends to follow (instead of lead) low unemployment. Therefore, it is not clear how monetary policy that directly affects inflation could affect unemployment during the business cycle despite the strong evidence of a negatively sloped Phillips curve at the business cycle frequency.

The rest of the article is organized as follows. Section 2 provides a brief literature review of the Phillips curve. Section 3 provides a brief technical review of spectral analysis. Section 4 presents the data and empirical findings. Finally, Section 5 provides some concluding remarks.

2 LITERATURE REVIEW

To conserve space, we review only the works most closely related to ours. Scully (1974) was one of the first papers to employ spectral analysis on the U.S. Phillips curve. Using data from 1900 to 1969 on changes in money wages, the inverse of the unemployment rate, and changes in the price level, Scully (1974) found that unemployment lags wage inflation and follows a distributed lag structure. Importantly, he found that most of the variance of each time series is captured in the business cycle frequency range of 4 to 16 years. Furthermore, the relationships between (i) wage inflation with the inverse of the unemployment rate and (ii) price level changes with the inverse of the unemployment rate are not independent of frequency. The systematic shifting of the gain estimate suggests that the inflation-unemployment tradeoff is transitory and not permanent.

King and Watson (1994) apply a band-pass filter to recover the U.S. Phillips curve using monthly data on the consumer price index inflation rate and the unemployment rate from
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1950 to 1992. They extracted long-run movements in the time series by applying a low-pass filter (isolating periodicities greater than 8 years) and find that the Phillips relation experiences a change in 1970. Before 1970, there was a strong negative correlation between the inflation rate and the unemployment rate (–0.62) but there is no consistent relation afterwards. The overall correlation is 0.50. These long-run dynamics of the Phillips relation became more important after 1970, contributing to the flattening of the Phillip’s curve in the full sample of the raw data. Applying a band-pass filter that isolates components at periodicities between 18 months and 8 years, they find a stable Phillips curve at the business cycle frequency. The correlation was –0.69 from 1954 to 1969, –0.67 from 1970 to 1987, and –0.66 for the whole sample. Despite the inflation process becoming more volatile post 1970, they find that the Phillips relation remains strong and stable at the business cycle frequency. Finally, at high-frequency components (i.e., short-term fluctuations), they find inflation has much larger variation than unemployment and that these components have a slightly negative correlation.

Iacobucci (2005) applies cross-spectral analysis to the U.S. Phillips curve and finds that the Phillips curve is negatively sloped at the frequency band between 3 and 14 years, with a –0.38 correlation. Furthermore, they find that unemployment leads inflation.

Gallegati et al. (2011) use wavelet analysis to study the U.S. Phillips curve. Wavelet analysis allows time and frequency to be studied simultaneously, as it provides an estimate of the frequency structure of a signal locally at a given point in time. Thus, the frequency resolution is allowed to vary across time for the given time series. Intuitively, we can think of wavelet analysis as subsample spectral analysis over a moving window of observations. They regress wage inflation on the unemployment rate, price inflation, and labor productivity growth at different time scales. They find the following: At high-frequency scales, there is a negative relation between wage inflation and the unemployment rate, but it is not statistically significant. However, there is a strong, statistically significant negative relationship at the business cycle frequency. At scales greater than 8 years, the long-run components still exhibit a negative relationship but less so than at the business cycle frequency. Furthermore the low-frequency components explain a substantial component of the total variation, so they are a large driver of the Phillips relation. The varying estimates at different time scales is a symptom of the non-linearity in the wage-unemployment relationship. In addition, they find a stable Phillips curve relation pre-1993, but this relationship breaks down afterwards.

3 KEY CONCEPTS OF SPECTRAL ANALYSIS

We provide a brief review of some basic concepts in spectral analysis to help us understand the estimated spectral density functions based on U.S. data in the next section. A more complete and self-contained technical review of spectral analysis is provided in the appendix.

Given a white-noise process, we can construct a new time series \( y_t \) as distributed leads and lags of the white noise. This new time series has its autocovariance function defined at any lag \( \tau \in (-\infty, \infty) \), which can be denoted as \( c_{y}(\tau) \). Then, applying the Fourier transform to the sequence \( \{c_{y}(\tau)\}_{\tau=-\infty}^{\infty} \) gives the power spectrum (or spectral density function) of \( y_t \) denoted by \( g_y(e^{-i\omega}) \).
There are several basic properties of the spectral density function over the domain \( \omega \in [-\pi, \pi] \): (i) It is real valued and nonnegative; (ii) it is symmetric about \( \omega = 0 \), or \( g_y(e^{-i\omega}) = g_y(e^{i\omega}) \); and (iii) a spectral peak (local maximum) at \( \omega_0 \) reflects relatively large contributions from cyclical fluctuations of around \( 2\pi/\omega_0 \) periods per cycle.

Using the inverse Fourier transform, we can recover the autocovariance at any lead or lag \( \tau \in (-\infty, \infty) \):

\[
c_y(\tau) = \frac{1}{2\pi} \int_{-\pi}^{\pi} g_y(e^{-i\omega})e^{i\tau\omega} d\omega
\]

\[
c_y(0) = \frac{1}{2\pi} \int_{-\pi}^{\pi} g_y(e^{-i\omega}) d\omega,
\]

where \( c_y(0) \) is simply the variance of the original time series at \( \tau = 0 \).

The above two equations show clearly that the spectrum \( g_y(e^{-i\omega}) \) is a moment-generating function for autocovariance at any leads or lags and that the total area underneath the spectrum is proportional to \( c_y(0) \), which is the total variance of \( y_t \). It is in this sense that we view the spectrum as a distribution of variance across cyclical frequencies in the domain \( \omega \in [-\pi, \pi] \).

Analogously, given another time series \( x_t \), the covariance between the two time series \( y_t \) and \( x_{t-\tau} \) at any lead or lag \( \tau \in (-\infty, \infty) \) can be defined as \( c_{yx}(\tau) \). Applying the Fourier transform to the sequence \( \{c_{yx}(\tau)\}_{\tau=-\infty}^{\infty} \) gives the cross spectrum of \( y_t \) and \( x_t \), denoted by \( g_{yx}(e^{-i\omega}) \).

The cross spectrum is a “cross-covariance” generating function; namely, given \( g_{yx}(e^{-i\omega}) \), we can recover the covariance of \( y_t \) and \( x_{t-\tau} \) at any lead or lag \( \tau \in (-\infty, \infty) \):

\[
c_{yx}(\tau) = \frac{1}{2\pi} \int_{-\pi}^{\pi} g_{yx}(e^{-i\omega})e^{i\tau\omega} d\omega.
\]

In particular, setting \( \tau = 0 \) we have

\[
c_{yx}(0) = \frac{1}{2\pi} \int_{-\pi}^{\pi} g_{yx}(e^{-i\omega}) d\omega.
\]

So the covariance of \( y_t \) and \( x_t \) (at \( \tau = 0 \)) is proportional to the area underneath the cross spectrum.

There are several basic properties of the cross-spectral density function (cross spectrum): (i) It is complex-valued, (ii) its real part is symmetric about \( \omega = 0 \); \( g_{yx}(e^{-i\omega}) = g_{xy}(e^{i\omega}) \), and (iii) its imaginary part has rotational symmetry about \( \omega = 0 \).

The real part of the cross spectrum is called the “cospectrum” and the imaginary part the “quadrature spectrum.” Given these symmetry properties of the spectrum and cross spectrum, in spectral analysis we need only to consider the domain \( \omega = [0, \pi] \).

Notice that (i) the sign of the cospectrum (the real part) reflects the sign of the covariance between \( y_t \) and \( x_t \)—it can be either positive or negative—and (ii) the quadrature spectrum captures the phase differences of cycles in the two series (discussed more below).

As in the time domain where we obtain correlation by normalizing the covariance of two time series by the product of their respective variances, the frequency-domain analog is the coherence function, which is essentially the (spectral) distribution of the absolute value of the correlation between \( y_t \) and \( x_t \) across frequencies.
Also, since any complex number has a polar form representation, we can also express the cross spectrum in its polar form:

\[ g_{yx}(\omega) = r(\omega)e^{i\theta(\omega)}, \]

where the function \( r(\omega) \) is called the gain and the function \( \theta(\omega) \) is called the phase, which has a maximum of \( \pi/2 \) and a minimum of \( -\pi/2 \).

The meaning of the gain and the phase can be illustrated in the following simple example: Let \( y_t = x_{t-k} = L^k x_t \), where \( L^k \) is the lag operator to the \( k \)th power. Clearly, shifting the original time series \( x_t \) by \( k \) units of time does not change the amplitude of the cyclical components of the original time series in the frequency domain at any frequency. Therefore, the gain function is 1 across all frequencies. However, there exist serious phase effects. Since \( y_t \) can be predicted by \( x_{t-k} \) \( k \) units ahead of time, it lags \( x_t \) by \( k \) units of time, suggesting that the events in \( x_t \) are delayed in \( y_t \) or that the cyclical phase of fluctuations in \( y_t \) is simply the same as in \( x_t \) but shifted backward in time. Thus, it can be predicted by the past history of \( x_t \). This phase effect is captured by the phase function \( \theta(\omega) \). In particular, \( y_t \) lags (leads) \( x_t \) if the phase \( \theta(\omega) \) is negative (positive) at frequency \( \omega \).

However, caution must be exercised when using the phase function to gauge lead-lag relations. The reason is that, for pure \( \sin \) waves, a lead can also be interpreted as a lag if the lead is too big (larger than half the length of the full cycle or 180° in phase angle). Since the phase function switches sign for every 90° or \( \pi/2 \), it is better to use the sign of the quadrature spectrum to gauge the lead-lag relationship.

### 4 DATA ANALYSIS AND FINDINGS

#### 4.1 Data in the Time Domain

We use quarterly, seasonally adjusted consumer price index and unemployment rate data from 1948 to 2018 (from the Bureau of Labor Statistics [BLS]). The annualized inflation rate is calculated as

\[ 400 \times \left( \frac{CPI_t}{CPI_{t-1}} - 1 \right). \]

Panel A of Figure 1 shows both the full sample of unemployment and the inflation rates in the time domain. It’s immediately evident that inflation is significantly more volatile than unemployment and contains more variations at the short-run (high) frequencies as well. Their relationship in the time domain is revealed in Panel B, which plots the unemployment rate on the horizontal axis against the inflation rate on the vertical axis. Over the sample, no significant relationship exists between the two series; the sample correlation is 0.05 with a standard error of 0.059. When we break the sample into two subsamples (red dots for 1948 to 1969 and green dots for 1970 to 2018), the correlation is −0.39 for the first subsample and 0.03 for the second subsample. These simple statistics suggest the well-known “facts”: The Phillips curve exists in the earlier period and then breaks down in the latter, suggesting that the Phillips curve is unstable or even an artifact of the past when viewed in the time domain.
4.2 Data in the Frequency Domain

We now look at the two time series in the frequency domain by estimating a two-variable VAR for the inflation rate and unemployment rate, and we apply the Fourier transform on the VAR to produce the power spectrum and cross spectrum of the two variables.3

Figure 2 plots the power spectrum of the unemployment rate (Panel A) and the inflation rate (Panel B). The horizontal axes measure frequency as the number of cycles per quarter (the inverse being the number of quarters it takes to finish a full cycle). For example, frequency zero literally means zero cycles per quarter, while its inverse means that it takes infinite periods to finish a cycle, thus movements at this frequency capture the long-run trend of the time series. Frequency 0.5 means a half cycle per quarter or that it takes two periods to finish a full cycle and thus is the highest frequency (or shortest cycle) possible for any cyclical movement. The vertical axes measure the density (power) of the spectrum, and the total area underneath the spectral density function is proportional to the total variance of the time series, which is normalized to 1 for convenience (the normalization does not change the shape of the spectral function).

Panel A shows that for unemployment, movements at low frequencies (i.e., at or near zero) and business cycle frequencies (i.e., 6 to 40 quarters per cycle, shaded in gray) accounted for more than 95 percent of its time-domain variations (variance). Similarly, Panel B shows that these movements contributed most (more than 70 percent) of the variance in the inflation rate, but that movements at high frequencies (2 to 6 quarters per cycle) also contribute to the variance.

Next, we investigate the relationships between unemployment and inflation in the frequency domain. In Figure 3, Panel A plots the coherence function, which is analogous to the
absolute value of the correlation in the time domain. At low and business cycle frequencies, the two series are strongly correlated (with peak correlations of 0.57 at frequency zero and frequency 0.05, respectively, which each correspond to a long-run trend and periodicity of 20 quarters per cycle, respectively). Such strong correlations are completely missed by the time-domain plots in Panel A of Figure 1. The reason is that too much noise exists in the time domain and masks any systematic relationships. Indeed, the coherence function shows that at high frequencies, the coherence is mostly near zero except for a local peak at frequency 0.35. Hence, the coherence function suggests that the two seemingly uncorrelated time series (when viewed in the time domain) are actually strongly correlated at low and business cycle frequencies. But the noise at high frequencies (especially in the inflation rate) has masked such strong relationships.

However, note that the coherence does not give us any information on the sign of the correlation or the lead-lag relationships between the two variables. Hence, we need to explore the spectral information further. To highlight the details, we have truncated the spectral functions for frequencies higher than 0.18 in Panels B-D of Figure 3.

The cospectrum that captures the covariance between unemployment and inflation across cyclical frequencies is shown in Panel C. It suggests that the two variables are positively correlated in the very long run (for frequencies lower than 0.02). However, they are negatively correlated at frequencies above 0.02 and have a trough at around 30 quarters per cycle. Their covariance becomes very small for frequencies higher than the conventional business cycle frequency interval (i.e., $\omega \geq 1/6$).
For lead-lag relationships, we consider the phase spectrum (Panel B) and the quadrature spectrum (Panel D). The phase spectrum fluctuates between $\frac{\pi}{2}$ and $-\frac{\pi}{2}$, or between 0.5 and −0.5 after normalizing the vertical axes by π. The phase function is negative in the low-frequency interval [0, 0.02], becomes positive in the low-frequency interval [0.02, 0.05], and then switches sign again in the business cycle frequency interval [0.05, 0.17]. In principle, a positive value of the phase function implies that unemployment leads inflation and a negative value implies that it lags inflation.

However, as explained in the technical analysis, since the phase function switches sign for every 90˚ before a full cycle is finished and since the first sign switch at frequency 0.02 is not a continuous movement, we can interpret the phase function in the interval [0, 0.05] as an indication that unemployment lags inflation until the second sign switches around fre-
frequency 0.05. That is, for low-frequency movements (with periodicity longer than 20 quarters per cycle), unemployment lags inflation, but for business cycle frequencies in the interval [0.05, 0.125] (8 to 20 quarters per cycle), unemployment slightly leads inflation (although the maximum lead is only 0.1π, or 20˚, and is not very significant).

Panel D of Figure 3, the quadrature spectrum, shows that unemployment indeed lags the inflation rate in the frequency interval [0, 0.05] (20 up to infinite quarters per cycle). The lead-lag relation is slightly reversed but not significant in higher-frequency intervals such as the frequency interval [0.05, 0.125]. Thus, at low frequencies or in the very long run and part of the intermediate run, inflation significantly leads unemployment; at the shorter end of the intermediate run, inflation slightly lags unemployment, but the relationship is not significant; and in the high-frequency interval [0.17, 0.5] (not shown in Panels B-D), no significant lead-lag relationship exists between inflation and unemployment.

However, even though the quadrature spectrum in Panel D indicates that unemployment significantly lags inflation in the low-frequency interval [0, 0.05], which suggests that inflation “causes” unemployment at low frequencies, the cospectrum in Panel C shows that the sign of the cospectrum switches once from positive to negative in the middle of this low-frequency interval at around frequency 0.02 (50 quarters per cycle), suggesting that high inflation “causes” (leads to) high unemployment in the very long run (cycles longer than 50 quarters) but “causes” (leads to) low unemployment in frequency interval [0.02, 0.05] cycles per quarter (20 to 50 quarters per cycle).

To summarize, the Phillips curve is positively sloped in the very long run in frequency interval [0, 0.02] and negatively sloped in the low-frequency interval [0.02, 0.025]. At the conventional business cycle frequency interval [0.025, 0.17] (6 to 40 quarters per cycle), the cospectrum remains negative, suggesting that the Phillips curve is negatively sloped, although the lead-lag relationships change directions slightly, from inflation strongly leading unemployment in frequency interval [0, 0.05] to weakly lagging unemployment in part of the business cycle frequency interval [0.05, 0.125].

4.3 Time-Domain Filtering

The cospectrum in Panel C of Figure 3 tells us how to design band-pass filters to extract cyclical fluctuations from unemployment and inflation in the time domain: We should specify three frequency bands, [0, 0.02], [0.02, 0.17], and [0.17, 0.5] (50 quarters to infinity, 6 to 50 quarters, and 2 to 6 quarters per cycle, respectively). We should then be able to find that the correlation between the filtered unemployment and inflation rates is strongly positive in the first frequency band, strongly negative in the second frequency band, and near zero in the third frequency band.

Notice that the second frequency band includes the conventional business cycle frequency interval of [0.025, 0.17] (6 to 40 quarters per cycle) and part of the low-frequency movements in the interval [0.02, 0.025] (40 to 50 quarters per cycle). Our findings from spectral analysis suggest that the conventional definition of the business cycle frequency interval [0.025, 0.17] may be too restrictive for analyzing the Phillips curve.

Indeed, these predictions are confirmed in the time domain, as shown in Figure 4. In particular, Panel A of Figure 4 shows the high-frequency components of the data obtained
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by applying a band-pass filter that isolates fluctuations in the third frequency band that correspond to cycles with periodicity between 2 and 6 quarters per cycle. At this high-frequency band, inflation is extremely volatile compared with unemployment and their correlation is essentially zero, with a correlation of –0.06 with a standard error of 0.062, which is not significant. This correlation is slightly positive before 1970 [0.10] and slightly negative after 1970 [–0.16].

Panel B shows time-domain movements in the second frequency band (which includes the conventional business cycle components of the series) obtained by applying a band-pass filter that isolates components in the frequency band that correspond to cycles with periodicity between 6 and 50 quarters per cycle. As the panel shows, as inflation rises, unemployment falls over the business cycle. The Phillips curve is also remarkably stable in this frequency band, with a correlation of –0.45 for the whole sample, –0.41 before 1970, and –0.47 after 1970. Interestingly, the unemployment rate and the inflation rate are actually more negatively correlated post-1970, in contrast to the nonfiltered raw data where the Phillips curve reverses.

Panel C of Figure 4 shows the movements in unemployment and inflation at the low-frequency band of 50 to infinite quarters per cycle (which is the residual component after subtracting the movements from the first two frequency bands). Obvious change is evident in the correlation between the long-run components of inflation and unemployment around 1970. Pre-1970, there is a strong negative correlation of –0.53, but that reverses to 0.26 after 1970. The overall correlation is 0.38.

These results suggest that the Phillips curve is alive and well over the intermediate run (including the conventional business cycle frequency interval) but that short-run irregularities and the long-run positive correlation have masked the Phillips curve relation in the time domain in the raw data. The low-frequency movements post-1970 have especially flattened the Phillips curve.

4.4 Shock Decomposition

The VAR-based spectral analysis of unemployment and inflation can be exploited further in both the frequency domain and the time domain. For example, the spectral density of both unemployment and inflation have a spectral peak at frequency zero. Using the shock-identification method in the frequency domain proposed by Wen (2001, 2002), we conduct a structural analysis in the frequency domain to decompose the spectrum (or cross spectrum) into two orthogonal components: (i) a spectrum (or cross spectrum) generated from a long-run shock that is responsible for the peak spectrum of unemployment at frequency zero (or in a frequency band near zero) and (ii) a spectrum (or cross spectrum) generated from an orthogonal shock that is not responsible for movements of unemployment at very low frequencies.

As explained by Wen (2001, 2002), the time domain analog of this frequency-domain decomposition is the method of Blanchard and Quah (1989), but Wen’s spectral decomposition method is far more general since it can be applied in the frequency domain to any frequencies or frequency intervals. Also, it can be applied to either the power spectrum or the cross spectrum (coefficient or quadrature spectrum) or any combination of them, whereas the method of Blanchard and Quah (1989) is only a special case of Wen’s generalized shock-identification method in the frequency domain. Wen’s generalized spectral method is useful
here because we can use it to find structural shocks responsible for the existence and stability of the Phillips curve.

We now apply the method of Wen (2001, 2002) to the spectrum (or cross spectrum) of unemployment and inflation. In particular, for the sake of demonstration, we simply assume that two orthogonal structural shocks are responsible for the movements in unemployment and inflation, as in the spirit of Blanchard and Quah (1989) in the traditional structural VAR literature. One shock is called the “permanent shock,” and the other is called the “nonpermanent shock,” and intuitively we can think of the permanent shock as a “supply” shock and the nonpermanent shock as a “demand” shock. The permanent shock is assumed to be responsible for the peak spectrum of unemployment at frequency zero, and the nonpermanent shock is assumed to be not responsible for this movement. Notice that these identifying assumptions do not impose any restrictions regarding how much the first and second shocks influence the spectrum of unemployment at nonzero frequencies—or how these two shocks influence the spectrum of inflation or the cross spectrum at any frequencies (including frequency zero). Instead, based on the limited identifying assumption, we let the data tell us how these two identified shocks determine the joint behaviors of unemployment and inflation in the frequency domain.

Once the structural identification and spectral decomposition are achieved in the frequency domain, the results can be easily converted to the time domain through the inverse Fourier transform, as the following exercises show.

Figure 5 demonstrates the structural decomposition of the spectrum and cospectrum under our simple identifying assumptions in the spirit of Blanchard and Quah (1989). Panel A shows the power spectrum of unemployment and its structural decomposition, where the blue solid line is the data power spectrum of unemployment, the red-dashed line is the contribution of the permanent shock to the spectrum of unemployment, and the green-dashed line is the contribution of the nonpermanent shock to the spectrum of unemployment. The identifying assumption is that the permanent shock explains the maximum amount of the power spectrum of unemployment at frequency zero, while the other shock explains the minimum, but no further assumptions or restrictions are made regarding their respective contributions to unemployment at nonzero frequencies or their contributions to inflation at any frequency (including frequency zero). As proved by Wen (2001, 2002), the identification is unique, so these two shocks’ contributions add up to the total spectral densities at each frequency between 0 and π. This panel shows that the permanent shock is largely responsible for the bulk of movements in unemployment at low frequencies, but its contribution declines toward higher frequencies, while the nonpermanent shock is largely responsible for the movements at the conventional business cycle frequency and high-frequency intervals.

However, with respect to inflation, Panel B shows that the two shocks split the data spectrum (blue line) almost evenly across frequencies, or each shock contributes to about half of the power spectrum, with the permanent shock slightly dominating the nonpermanent shock at frequency zero.

The most interesting results are with respect to the cross spectrums shown in Panels C and D. Panel C shows that the data cospectrum (blue solid line) switches signs from positive
to negative at frequency 0.02. The structural decomposition reveals this switching occurs because of the contributions of the nonpermanent shock (green-dashed line), which generate negative covariance between unemployment and inflation across all frequencies, thus is essentially 100 percent responsible for the existence of the Phillips curve. In other words, without the nonpermanent shock, there would be no Phillips curve, since the permanent shock alone would have generated the cospectrum (red-dashed line), which is positive across the entire frequency domain.

Panel D shows the quadrature spectrum that reflects the lead-lag relationships between unemployment and inflation. It reveals that the permanent shock (red-dashed line) is entirely responsible for the negative part of the quadrature spectrum, so that unemployment lags
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Figure 6
Impulse Response Function of Unemployment and Inflation Under Structural Shocks

SOURCE: BLS and authors’ calculations.

Inflation significantly under this shock, which explains the effects of the two major oil shocks in the 1970s and early 1980s, during which high inflation caused by high oil prices generated high unemployment and stagnation in the U.S. economy. The nonpermanent shock (green-dashed line), however, is responsible for the slightly positive quadrature spectrum in the data (blue solid line) because under this type of shocks there is a sign switch near frequency 0.03, suggesting that under a nonpermanent shock, unemployment tends to lag inflation only at frequencies below 0.03 but tends to lead inflation at frequencies above 0.03.

These findings have important monetary policy implications. If monetary policy mainly affects nonpermanent shocks or the demand side of the economy, then policymakers may be able to use high-inflation policy to lower unemployment in the long-run frequency interval [0.00, 0.03], which does not include much of the conventional business cycle frequency interval [0.025, 0.17]. In the conventional business cycle frequency interval, inflation lags unemployment instead, so monetary policy does not “cause” unemployment through inflation targeting, although such a “causal” effect is not very strong based on quarterly data.

Since the spectrum and cospectrum are moment-generating functions and they contain information about autocovariance and cross variance of a vector of time series at any leads and lags, the above structural decomposition can be converted back to the time domain by applying the inverse Fourier transform.

Figure 6 shows the impulse response functions of unemployment and inflation under the permanent and nonpermanent shocks, respectively, identified in the frequency domain. Panel A shows that unemployment (green solid line) and inflation (red-dashed line) move in
opposite directions under a one-standard-deviation nonpermanent shock, and both series are highly persistent. Panel B shows that unemployment and inflation move together under a permanent shock because both respond positively to the shock.

Next, we simulate time series based on the uncovered autocoefficients from the inverse Fourier transform and the two identified structural shocks (using information from the residuals of the VAR in the time domain upon which the Fourier transform is based). The uncovered time series under each structural shock process and their relationships are presented in Figure 7.

Panel A of Figure 7 shows the raw unemployment data (vertical axis) against the raw inflation (horizontal axis) with a beta of 0.03. Panel B illustrates the permanent shock with a beta of 0.33, where both series move together positively. Panel C presents the nonpermanent shock with a beta of -0.35, showing a negative relationship between unemployment and inflation. Panel D combines both shocks with a beta of 0.03, reflecting the interplay of the two effects.

SOURCE: BLS and authors’ calculations.
tion data (horizontal axis). The straight regression line shows that the slope is weakly positive, with a value of 0.03, which is not statistically different from zero. Hence, according to this panel, the Phillips curve does not exist, as the literature often claims.

Panel B shows the same two time series but under only the permanent shock. The regression line has a strong, positive slope, with a value of 0.33, which is highly statistically significant. Hence, according to this panel, the Phillips curve is turned on its head under a permanent shock.

Panel C shows the same two time series under only the nonpermanent shock. The regression line is negatively sloped, with a value of −0.35, which is highly statistically significant. Hence, according to this panel, the Phillips curve definitely exists under a nonpermanent shock.

Finally, Panel D mixes the decomposed time series together under both shocks and then plots the mixed unemployment series against the mixed inflation series. It shows the same result as Panel A based on the raw data—namely, the Phillips curve disappears.

These results suggest that the very reason that the literature cannot find the existence of the Phillips curve is simply because permanent and nonpermanent shocks lead to the opposite slopes of the Phillips relationship, so the true Phillips curve is masked by permanent shocks in the time domain, as our structural analyses clearly reveals.

5 CONCLUSION

We employ spectral techniques to analyze the U.S. Phillips curve in the frequency domain. We find that (i) the Phillips curve is strongly positively sloped at the low-frequency interval [0, 0.02] (50 or more quarters per cycle) and (ii) the Phillips curve has the correct negative slope in the frequency interval [0.02, 0.17] (6 to 50 quarters per cycle), which includes the conventional business cycle of 6 to 40 quarters and a portion of the low-frequency interval. The negative relationship is also stable over time despite the oil shocks during the 1970s. There do not exist systemic relationships between the two series at frequencies higher than 0.17 (6 quarters or less per cycle).

We use our spectral analysis as a guide for specifying the windows for band-pass filters. Again, we find that there is a negative and stable Phillips curve at the business cycle frequency. We conclude that short-run fluctuations and long-term trend components of the data mask the Phillips curve in the data.

The phase spectrum analysis shows that despite the existence of the Phillips curve at the business cycle frequency, the monetary policy implications are not obvious. In order for monetary policy to be effective in exploiting the trade-off between inflation and unemployment, it would be best for inflation to lead unemployment, so that a policy-induced increase in the inflation rate can lead to lower unemployment. However, we cannot find systematic and significant lead-lag relationships in the quadrature spectrum between unemployment and inflation at frequency intervals that monetary policy could exploit. If anything, unemployment weakly leads inflation, or inflation weakly lags unemployment, at the conventional business cycle frequency. This finding casts doubt on the so-called tradeoff between unemployment and inflation even if the Phillips curve is negatively sloped.
We also use the generalized structural identification method of Wen (2001, 2002) in the frequency domain to identify two structural shocks: a permanent shock that causes long-run movements in unemployment at frequency zero and a nonpermanent shock that is orthogonal to the permanent shock. We reveal that nonpermanent shocks are responsible for almost the entire negative relationship between unemployment and inflation in the frequency interval [0.02, 0.17], while the positive relationship in the frequency interval [0, 0.02] is entirely due to the permanent shock. We also illustrate the time-series properties of the two shocks and their implied movements in unemployment and inflation in the time domain, using the inverse Fourier transform. We show that in the time domain, permanent shock-implied movements and nonpermanent shock-implied movements in unemployment and inflation move in opposite directions and lead to a mixture that masks any significant and systemic relationships between unemployment and inflation. In addition, when we split the sample into two sub-samples, we obtain the same results. So the policy implication is that for monetary policy to be at all effective in exploiting the trade-off between inflation and unemployment, it must be conducted only under nonpermanent shocks and not under permanent shocks (such as the oil shocks). In fact, it may be counterproductive under permanent shocks.

We conclude that the Phillips curve is alive and well, at least at the business cycle frequency and under nonpermanent shocks (which are often interpreted as demand-side shocks). However, short-term changes in the inflation rate will not necessarily lead to immediate changes in the unemployment rate. Instead, it is important to look at the intermediate run. In the long run, inflation leads to high unemployment instead of low unemployment.
APPENDIX 1: A BRIEF TECHNICAL REVIEW OF SPECTRAL ANALYSIS

Given a square-summable sequence \( \{c_n\}_{n=-\infty}^{\infty} \left( \sum_{n=-\infty}^{\infty} |c_n|^2 < \infty \right) \), its Fourier transform is defined as

\[
f(\omega) = \sum_{j=-\infty}^{\infty} c_j e^{-i\omega j},
\]

where \( \omega \in [-\pi, \pi] \) is angular frequency, \( i \equiv \sqrt{-1} \) is the imaginary unit, and \( e^{\pm ix} = \cos(x) \pm i\sin(x) \) is the Fourier operator. Given the function \( f(\omega) \), each element \( c_j \) in the original sequence \( \{c_n\}_{n=-\infty}^{\infty} \) can be recovered from the inverse Fourier transform:

\[
c_k = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(\omega) e^{+i\omega k} d\omega.
\]

To apply the Fourier technique to time-series analysis, consider a white-noise process \( e_t \) with mean zero and variance \( \sigma_e^2 \). Based on the white-noise process, we can construct a new time series:

\[
y_t = \sum_{j=0}^{\infty} b_j e_{t-j} = B(L)e_t,
\]

where \( L \) is the lag operator. The covariogram (autocovariance) at any lag \( \tau \in (-\infty, \infty) \) of this new time series is given by

\[
cy(\tau) = E[y_t y_{t-\tau}] = \sigma_e^2 \sum_{j=-\infty}^{\infty} b_j b_{j-\tau} \quad \text{(Note: \( b_j = 0 \) for \( j < \tau \)).}
\]

Applying the Fourier transform to the sequence \( \{cy(\tau)\}_{\tau=-\infty}^{\infty} \) gives the power spectrum (or spectral density function) of \( y_t \):

\[
gy(e^{-i\omega}) = \sum_{\tau=-\infty}^{\infty} cy(\tau) e^{-i\omega \tau} = B(e^{-i\omega})B(e^{i\omega})\sigma_e^2.
\]

There are several basic properties of the spectral density function over the domain \( \omega \in [-\pi, \pi] \): (i) It is real valued and nonnegative; (ii) it is symmetric about \( \omega = 0 \), or \( gy(e^{-i\omega}) = gy(e^{i\omega}) \); and (iii) a spectral peak (local maximum) at \( \omega_0 \) reflects relatively large contributions from cyclical fluctuations of around \( 2\pi/\omega_0 \) periods per cycle.

Using the inverse Fourier transform, we can recover the autocovariance at any lead or lag \( \tau \in (-\infty, \infty) \):

\[
cy(\tau) = \frac{1}{2\pi} \int_{-\pi}^{\pi} gy(e^{-i\omega}) e^{+i\omega \tau} d\omega
\]

\[
cy(0) = \frac{1}{2\pi} \int_{-\pi}^{\pi} gy(e^{-i\omega}) d\omega,
\]

where \( cy(0) \) is the variance of the original time series. That is, the spectrum \( gy(e^{-i\omega}) \) is a moment-generating function and the total area underneath the spectrum is proportional (2\( \pi \) times) to the total variance of \( y_t \). It is in this sense that we view the spectrum as a distribution of variance across cyclical frequencies.
To analyze the dynamic relationships between any two time series, consider the VAR

\[
Y_t = \begin{pmatrix} y_t \\ x_t \end{pmatrix} = \begin{pmatrix} A(L) & B(L) \\ C(L) & D(L) \end{pmatrix} \begin{pmatrix} \epsilon_t \\ \mu_t \end{pmatrix}.
\]

Then, the spectrum of the vector \( Y_t \) is

\[
\equiv g(\omega) = \begin{pmatrix} g_y(\omega) & g_{yx}(\omega) \\ g_{xy}(\omega) & g_x(\omega) \end{pmatrix} = \begin{pmatrix} A(e^{i\omega}) & B(e^{i\omega}) \\ C(e^{i\omega}) & D(e^{i\omega}) \end{pmatrix} \begin{pmatrix} \sigma^2_\epsilon & 0 \\ 0 & \sigma^2_\mu \end{pmatrix} \begin{pmatrix} A(e^{i\omega}) & B(e^{i\omega}) \\ C(e^{i\omega}) & D(e^{i\omega}) \end{pmatrix}^*,
\]

where the cross spectrum \( g_{yx}(\omega) = g_{xy}(\omega) \equiv g_{xy}(\omega)^* \) (complex conjugation) is complex-valued in general.

Since

\[
g_{yx}(\omega) \equiv \sum_{\tau=-\infty}^{\infty} c_{yx}(\tau)e^{-i\omega \tau},
\]

the cross spectrum is a “cross-covariance” generating function; namely, given \( g_{yx}(e^{-i\omega}) \), we can recover the covariance of \( y_t \) and \( x_{t-\tau} \) at any lead or lag \( \tau \in (-\infty, \infty) \):

\[
c_{yx}(\tau) = \frac{1}{2\pi} \int_{-\pi}^{\pi} g_{yx}(\omega)e^{i\omega \tau} \, d\omega.
\]

In particular, we have

\[
c_{yx}(0) = \frac{1}{2\pi} \int_{-\pi}^{\pi} g_{yx}(\omega) \, d\omega.
\]

So the covariance of \( y_t \) and \( x_t \) (at \( \tau = 0 \)) is proportional to the area underneath the cross spectrum.

There are several basic properties of the cross-spectral density function: (i) It is complex-valued; (ii) its real part is symmetric about \( \omega = 0 \): \( g_y(e^{-i\omega}) = g_y(e^{i\omega}) \); and (iii) its imaginary part has rotational symmetry about \( \omega = 0 \). Specifically,

\[
g_{yx}(e^{-i\omega}) = g_{yx}(\cos(\omega) - i\sin(\omega)) \equiv Re_{yx}(\omega) - iIm_{yx}(\omega)
\]

\[
g_{yx}(e^{+i\omega}) = g_{yx}(\cos(\omega) + i\sin(\omega)) \equiv Re_{xy}(\omega) + iIm_{xy}(\omega),
\]

where the real part \( Re(\omega) \) is called the “cospectrum” and the imaginary part \( \pm Im(\omega) \) (sign included) is called the “quadrature spectrum.” Since \( g_{yx}(e^{-i\omega}) = g_{yx}(e^{i\omega}) \), we have (for all \( \omega \)) that

\[
Re_{yx}(\omega) = Re_{xy}(\omega) \text{ and } Im_{yx}(\omega) = -Im_{xy}(\omega).
\]
Hence, given these symmetry properties of the spectrum and cross spectrum, in spectral analysis we need only to consider the domain $\omega \in [0, \pi]$.

Since the covariance is real valued, we also have the following important property:

$$c_{yx}(0) = c_{xy}(0) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \text{Re}(\omega) d\omega + \frac{i}{2\pi} \int_{-\pi}^{\pi} \text{Im}(\omega) d\omega,$$

where the integral of the quadrature spectrum over $[-\pi, \pi]$ is always zero, which again suggests that the quadrature spectrum has “rotational symmetry” around frequency zero. This also implies (i) that the sign of the cospectrum (the real part) reflects the sign of the covariance between $y_t$ and $x_t$—it can be either positive or negative—and it reflects the density distribution of the covariance across cyclical frequencies and (ii) that the quadrature spectrum captures the phase differences of cycles in the two series (discussed below).

As in the time domain where we can normalize the covariance of two time series by the product of their respective variances to obtain the correlation, the frequency-domain analog is the coherence function defined by

$$\text{Coh}(e^{-i\omega}) = \sqrt{\frac{|g_{yx}(\omega)|^2}{g_y(\omega)g_x(\omega)}} \in [0, 1],$$

which is essentially the (spectral) distribution of the absolute value of contemporaneous correlations between $y_t$ and $x_t$ across frequencies. Since the cross spectrum is complex-valued, it needs to be multiplied by its conjugate to yield a real-valued function.

Also, since any complex number has a polar form representation, we can also express the cross spectrum in its polar form:

$$g_{yx}(\omega) = r(\omega)e^{i(\theta(\omega))},$$

where

$$r(\omega) = \sqrt{\text{Re}^2(\omega) + \text{Im}^2(\omega)}$$

and

$$\theta(\omega) = \tan^{-1}\left[\frac{\text{Qu}(\omega)}{\text{Co}(\omega)}\right] + 180^\circ \text{ if } \text{Co} < 0.$$
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\[ g_{yx}(e^{-i\omega}) = e^{-i\omega}g_x(e^{-i\omega}) = \left[ \cos(\omega k) + i(-\sin(\omega k)) \right] g_x(e^{-i\omega}) = r(\omega)e^{i(\theta \omega)}g_x(e^{-i\omega}), \]

where

\[ r(\omega) = \sqrt{\cos^2(\omega k) + \sin^2(\omega k)} = 1 \quad \text{and} \quad \theta(\omega) = \tan^{-1}\left[ -\frac{-\sin(\omega k)}{\cos(\omega k)} \right] = -k\omega. \]

So, shifting the original time series \( x_t \) by \( k \) units of time does not change the amplitude of the cyclical components of the original time series in the frequency domain at any frequency. Therefore, the gain function is 1 across all frequencies. However, there exist serious phase effects. Since \( y_t \) can be predicted by \( x_{t-k} \) \( k \) units ahead of time, thus it lags \( x_t \) by \( k \) units of time, suggesting that the events in \( x_t \) are delayed in \( y_t \) or that the cyclical phase of fluctuations in \( y_t \) is simply the same cyclical fluctuations in \( x_t \), shifted backward in time. Thus, it can be predicted by the past history of \( x_t \). This phase effect is captured by the phase function \( \theta(\omega) \). \( y_t \) leads (lags) \( x_t \) if the phase \( \theta(\omega) \) is negative (positive) at frequency \( \omega \).

More specifically, suppose \( x_t = \cos(\omega t) \), which peaks at \( t = 0 \). Then

\[ y_t = x_{t-k} = \cos(\omega(t-k)) = \cos(\omega t + \theta), \]

where \( \theta = -\omega k \), so \( y_t \) peaks at \( t = k = -\frac{\theta(\omega)}{\omega} \). Thus, output \( y_t \) lags input \( x_t \) by \( k \) units of time.

Since the function \( \tan^{-1}(x) \) fluctuates in the interval \( \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right] \) and changes sign suddenly whenever \( x \) changes sign, it is not smooth whenever the phase shift is larger than \( \frac{\pi}{2} \); yet, because the full phase of a cycle is \( \pi \) or twice as long, we cannot rely simply on the phase function to gauge the lead-lag relationship. Instead we can use the sign of the quadrature spectrum to determine the lead-lag relationship.

In the above example, suppose \( k = 1 \). We have

\[ g_{yx}(e^{-i\omega}) = e^{-i\omega}g_x(e^{-i\omega}) = \left[ \cos(\omega) + i(-\sin(\omega)) \right] g_x(e^{-i\omega}) = g_x(\omega)\cos(\omega) - ig_x(\omega)\sin(\omega) = \cos(\omega) + i\text{qu}(\omega), \]

where the power spectrum \( g_x(\omega) > 0 \) and the function \( \sin(\omega) > 0 \) for \( \omega \in (0,\pi) \). Thus it must be true that \( \text{qu}(\omega) < 0 \overline{\text{over the interval } \omega \in (0,\pi)} \). Since by design \( y_t \) lags \( x_t \) by 1 unit of time, it suggests that the sign of the quadrature spectrum \( \text{qu}(\omega) = -\sin(\omega) \) can also reveal the lead-lag relationship: \( y_t \) lags \( x_t \) if \( \text{qu}(\omega) < 0 \). In contrast, if \( k = -1 \), then the quadrature spectrum would be positive, so \( y_t \) leads \( x_t \) if \( \text{qu}(\omega) > 0 \).
In contrast, the phase spectrum shows that
\[ \theta(\omega) = \tan^{-1}\left[ \frac{-\sin(\omega)}{\cos(\omega)} \right] = \begin{cases} -\omega & \text{if } \omega \in [0, \pi/2] \\ \omega & \text{if } \omega \in [\pi/2, \pi] \end{cases}, \]
where we know that when \( \omega \in \left(\frac{\pi}{2}, \pi\right) \), \( \cos(\theta) < 0 \), so \( \theta(\omega) > 0 \); thus, the phase spectrum suggests that \( y_t \) leads \( x_t \) once \( \omega > \frac{\pi}{2} \), which cannot be right since by design \( y_t \) lags \( x_t \). Hence, caution must be exercised when using the phase function to gauge lead-lag relations. The reason is as follows: For pure sin waves, a lead can also be interpreted as a lag if the lead is too big (larger than half the length of the full cycle or 180° in phase angle). Since the phase function switches sign for every 90° or \( \frac{\pi}{2} \), it is better to use the sign of the quadrature spectrum to gauge the lead-lag relationship.

**APPENDIX 2: UNIT ROOT TEST**

<table>
<thead>
<tr>
<th>Table A2.1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit Root Test</strong></td>
</tr>
<tr>
<td>r-Statistic</td>
</tr>
<tr>
<td>------------</td>
</tr>
<tr>
<td>Inflation rate</td>
</tr>
<tr>
<td>Unemployment rate</td>
</tr>
</tbody>
</table>

The augmented Dickey-Fuller test fits a model of the form
\[ \Delta y_t = \alpha + \beta y_{t-1} + \sum_{j=1}^{p} \phi_j \Delta y_{t-j} + \epsilon_t, \]
where \( y \) is the variable under consideration and \( p \) is the maximum number of lags (we set \( p = 4 \)). The null hypothesis is \( \beta = 0 \), or, equivalently, that \( y_t \) follows a unit process. From Table A2.1, we reject the null hypothesis at the 1 percent level for the inflation rate and at the 5 percent level for the unemployment rate. Therefore, we can conclude that the inflation rate and the unemployment rate are stationary.
NOTES

1. Phillips's original analysis was based on the wage inflation rate, but later research replaced the wage inflation rate simply with the general price inflation rate.

2. We define the conventional business cycle frequency as fluctuations between 6 and 40 quarters per cycle.

3. We find that four lags in the VAR are optimal, and our results are robust to other lag specifications.

4. We use the Baxter-King (1999) approximation to the band-pass filter. Baxter and King (1999) derived their method for nonstationary time series by imposing that the filter coefficients sum to zero. Dropping this condition yields a filter for stationary time series. We assume that the inflation rate and unemployment rate are stationary, and we verify this assumption by running Dickey-Fuller tests. See the appendix.
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