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Analyzing the performance of the economy in real time is a challenge for those who must forecast macroeconomic variables such as inflation or employment. A key aspect of this challenge is evaluating the incoming flow of information contained in economic announcements. In this article, the authors develop a simple-to-read index of these announcements that they then use to construct nowcasts. The index tracks whether key economic data have come in stronger, weaker, or as expected during the current quarter relative to a baseline consensus forecast. Specifically, the data releases are weighted relative to their importance in updating forecasts of real gross domestic product growth during the current quarter. (JEL C22, C53, E37)


A

nalyzing the performance of the economy in real time is a challenge for those who must forecast important macroeconomic variables such as inflation or employment. A key aspect of this challenge is evaluating the incoming flow of information contained in economic announcements. Thus, if important economic data are stronger than forecasters and financial market participants expected, this information could be a signal to economic policymakers and others that the economy is strengthening. The opposite is true as well. This news signal is often called the unexpected, or “surprise,” component of economic information flows (announcements).

Many central banks and private forecasters have used these economic announcements to develop methods for forecasting the current-quarter’s real gross domestic product (GDP) growth. Because these processes track the evolution of the economy’s performance in real time (“now”), they are sometimes called “nowcasts” or “tracking forecasts.” There are several types of nowcast methodologies. For instance, some economists and economic consulting firms use a GDP accounting approach based on key data releases such as Census Bureau reports on retail sales or construction spending. Many of these reports provide the underlying data—known as “source data”—used by the Bureau of Economic Analysis (BEA) to compile...
its quarterly estimates of GDP and its components. Other economists, including Giannone, Reichlin, and Small (2008), have used more sophisticated factor-based methods that use a large number of economic data series, regardless of whether these data are used as source data for GDP and its components.

This article describes a different approach. Our approach augments a consensus forecast of current-quarter real GDP growth by adding the news component of several key economic data releases. To do so, we first create an “economic news index” (ENI) based on the surprise component of key monthly economic data releases and then use that index to update Blue Chip Consensus (BCC) forecasts of real GDP growth as we move across the quarter.

Although our approach appears to be distinct relative to other forecast tracking methods, our experience is that no single approach seems to dominate all others all of the time. Thus, our method serves as another technique that economists, forecasters, and policymakers can use to assess the performance of the economy in real time. The first two sections of this article briefly describe the various methods economists and forecasters have adopted to track and forecast U.S. economic conditions—chiefly through estimates of real GDP growth. In the third section, we discuss the construction of the ENI and how it is used to update BCC forecasts of real GDP growth as we move across the quarter. The fourth section assesses the predictive power of this new procedure.

NOWCASTING: TWO APPROACHES

On an average trading day, government statistical agencies and private sector organizations release reports that provide a snapshot of economic conditions over the previous day, week, month, or quarter. Many of these reports provide the source data that the BEA uses to construct its quarterly estimates of GDP. Some forecasters have used this data flow to piece together an estimated dollar value of real GDP prior to the release of the advance estimate. In this latter framework, current-quarter estimates of real GDP are constructed by estimating bridge equations for its major components, such as real personal consumption expenditures and real nonresidential fixed investment. In this case, the dollar values used in the bridge equations flow from key monthly source data such as retail sales, residential construction, durable goods shipments and inventories, wholesale inventories, and exports and imports. The annualized percentage difference between the current-quarter estimate in level terms and the previous-quarter estimate in level terms is thus the current-quarter nowcast.

Often the bridge equations are conditioned on an existing current-quarter forecast from a multi-equation forecasting model that embeds assumptions about the path of the key source data. For example, suppose a macroeconomic consulting firm runs its forecasting model in late February and predicts that real residential fixed investment will increase at a 5 percent annual rate in the first quarter. This forecast is conditioned on several factors. These include the actual value of housing starts in January and an assumed (predicted) value for housing starts in February and March. When the actual estimates of February housing starts are released in mid-March, the bridge equation will adjust the forecast for first-quarter real GDP
based on its forecast error (if any) for February housing starts. This process is repeated for other source data that are mapped into the quarterly real GDP components.

There are several limitations that this accounting approach—and indeed, most real-time tracking methods—must overcome: Key monthly source data are sample-based estimates subject to repeated revision as new information becomes available. For example, prior to the release of the advance estimate for real GDP growth in 2014:Q1, many tracking estimates were above 1 percent (annualized). The consensus of professional forecasters (Blue Chip Economic Indicators) as of April 10, 2014, was that real GDP would increase at a rate of about 1.7 percent rate in the first quarter. However, when the advance estimate was published on April 30, the BEA reported that real GDP had increased by only 0.1 percent at an annual rate. Subsequent revisions lowered the estimate for 2014:Q1 to –1.0 percent (second estimate) and to –2.9 percent (third estimate). Then, in July 2014, the annual revision raised this estimate to –2.1 percent. Thus, while it may seem intuitive to rely exclusively on source data for the national income and product accounts, there are certainly disadvantages with this approach to constructing estimates of real GDP.

A second popular method for constructing current-quarter forecasts is based on factor models. One variant of this approach uses statistical methods to extract a single latent variable—from a large number of data series. This single variable is then used to forecast real GDP growth or consumer price index (CPI) inflation in a regression-based framework. As with all forecasting, this segment of the nowcasting literature intends to produce a forecast that minimizes a quadratic loss function and does so with up-to-date, real-time data. Principal components and state-space models that use the Kalman filter are the most common approaches to constructing these factors.

These and other forecasting methods are discussed in greater detail in the two Handbook of Economic Forecasting volumes. For example, in one chapter, Stock and Watson (2006) discuss the use of principal components analysis in a dynamic factor model framework. This method is the most common in the literature and is used in a wide range of macroeconomic and financial applications. Other issues associated with factor analysis are discussed in a second chapter by Bańbura et al. (2013). We refer interested readers to the Handbook references for other approaches not outlined in our article. For now, we merely note that many institutions, such as central banks, use factor models to capture the comovement of macroeconomic variables to improve predictability of their preferred target variables.

**USING DATA SURPRISES TO ASSESS CHANGES IN ECONOMIC MOMENTUM**

For policymaking purposes, the Federal Open Market Committee (FOMC) regularly communicates to the public that its policy is data dependent. That is, the current and prospective stance of monetary policy will depend on the performance of the economy and the near-term forecasts for real GDP and other key variables. Thus, if important economic data such as employment, retail sales, and industrial production repeatedly surprise to the upside (downside), then this could be a signal that forecasters have been underestimating (overesti-
mating) the strength of the economy. For instance, suppose retail sales are expected to increase by 0.5 percent in February, but the Census Bureau instead reports that retail sales fell by 0.5 percent. In this case, the “news,” or surprise, that moves markets is the difference between –0.5 percent and 0.5 percent, or –1 percentage point. This matters because, all else equal, if retail sales are smaller than expected, then the expectations for real personal consumption expenditures in the first quarter would be adjusted downward. The result would be slower growth of real GDP. Of course, the analyst must remember that retail sales, like other key monthly variables, can be highly volatile and, importantly, can be revised substantially from month to month.

The Citi Economic Surprise Index, which is largely constructed from methodology proposed by James and Kasikov (2008), is one well-known attempt to gauge the strength or weakness of the economy based on data surprises. Citi’s method assigns unconditional weights to different surprises and uses an exponential decay to discount older surprises. The index is then normalized by exchange rate returns. Figure 1 shows that although the Citi index can be volatile, it does seem to have some ability to detect changes in economic momentum—as reflected in changes in real GDP growth from quarter to quarter.

Figure 2 shows an even simpler approach a practitioner can adopt to gauge changes in economic momentum in real time based on data surprises. In this figure, a net tracking indicator (NTI) is calculated based on the flow of key data released between December 2, 2013, and January 21, 2016. Successful use of this framework requires a measure of market expectations. Examples of key data flows are retail sales, payroll employment, housing starts, and international trade. The NTI is constructed in the following manner. First, for each release,
determine whether the data were weaker or better than expected relative to some measure of market expectations. Second, if the data were better than expected, arbitrarily assign a value of +1; if weaker than expected, assign a value of –1. If the data met expectations, then assign a value of 0. Third, cumulate the indicator values (+1, –1, and 0) over the course of the time period. Figure 2 indicates that the NTI also does a reasonable job of tracking changes in economic momentum—as measured by the quarter-to-quarter change in real GDP growth.

Interpreting the NTI is relatively straightforward since it is conditional on one’s assumption about the direction of the expected change in economic activity. And since much of the data feed directly into estimates of real GDP, or are indicators of economic activity more broadly, the NTI is thus one proxy for the expected change in real economic activity in a given quarter. But there are some significant drawbacks to this simplistic approach. Perhaps the most obvious is that each data point receives an equal weight. For example, the NTI gives the surprise component of consumer confidence the same weight as the surprise component of retail sales; the latter is more economically significant for estimating real GDP. In the next section, we develop a method for assigning weights to key data surprises and then mapping these weight-adjusted flows into a nowcast for current-quarter real GDP growth.

**THE ECONOMIC NEWS INDEX**

In this section, we outline our approach to estimating an ENI that we then use to update BCC forecasts as we move across the current quarter. Our methodology builds on the
strengths of the NTI approach but in a manner that overcomes many of the NTI’s shortcomings. Like the NTI and the Citi Economic Surprise Index, the ENI uses surprises as the predictors. Our approach uses both National Income and Product Accounts (NIPA) source data and non-NIPA data.

Data

The predictors we use are the surprise component of common macroeconomic variables including, among others, the Institute for Supply Management (ISM) Purchasing Managers Index and the unemployment rate. As noted previously, the surprise component is just a forecast error—the difference between the value that is released by the statistical agency and the forecasted value for that individual series. The forecasts we use are those associated with the median responses of market participants surveyed by Action Economics. If there is a missing value, then survey results from Informa Global Markets are used. We do not revise the responses if the initial data value is subsequently revised. Our target variable is the percent change in quarterly real GDP, expressed as a compounded annual rate. All data are available starting in 1992:Q1.

While the target variable we want to forecast is current-quarter real GDP growth, the dependent variable in our model is not. Instead, we anchor our nowcasts to that of the BCC and in doing so define our dependent variable \(y\) used later as their implied forecast error. Specifically, \(y\) is defined as the realized value of real GDP growth minus the BCC forecast from either the February, May, August, or November Blue Chip Economic Indicators reports corresponding to quarter \(t\) as the first, second, third, or fourth quarter of the year. These surveys are typically conducted on the first and second business days of the month and are released to the public three days after the surveys are returned. Since nearly all economic data for the quarter are released with a one-month lag, the current-quarter surprises are nearly all observed after the BCC current-quarter forecast from these four reports. Having defined \(y\) in this way, our nowcast of current-quarter real GDP growth follows from a two-step approach. First, we use a model to predict the forecast error \(y\) associated with the BCC forecast given the surprises obtained up to a given point within the quarter. We then simply add the BCC forecast to that value to obtain a nowcast of current-quarter real GDP growth.

One important assumption made for our model is the presence of a consistent timetable for the data releases. Typically, data releases follow a standard pattern, in that some are released early in the month, some are released mid-month, and some are released toward the end of the month. For example, the ISM manufacturing report is always released on the first business day of the month, and the employment report is usually—though not always—released on the first Friday of the month. For each month of the quarter, we track 22 monthly frequency data releases. Additionally, we add the second and third estimates of the previous quarter’s real GDP growth from the BEA. Thus, we have 68 data releases that we use to construct the surprises \(x_i, i = 1, \ldots, 68\) within the current-quarter \(t\) that constitute our predictors of \(y\). Figure 3 shows these predictors and the order in which we assume they are released.
### Figure 3
**Predictors and Their Ordering**

<table>
<thead>
<tr>
<th>Month 1</th>
<th>Month 2</th>
<th>Month 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consumer Confidence Index (SA, 1985 = 100)</td>
<td>Consumer Confidence Index (SA, 1985 = 100)</td>
<td>Consumer Confidence Index (SA, 1985 = 100)</td>
</tr>
<tr>
<td>ISM: Manufacturing Composite Index (SA)</td>
<td>ISM: Manufacturing Composite Index (SA)</td>
<td>ISM: Manufacturing Composite Index (SA)</td>
</tr>
<tr>
<td>Initial claims (SA, thousands)</td>
<td>Initial claims (SA, thousands)</td>
<td>Initial claims (SA, thousands)</td>
</tr>
<tr>
<td>Unemployment rate (SA, %)</td>
<td>Unemployment rate (SA, %)</td>
<td>Unemployment rate (SA, %)</td>
</tr>
<tr>
<td>Employees on nonfarm payrolls (SA, M/M chg, thousands)</td>
<td>Employees on nonfarm payrolls (SA, M/M chg, thousands)</td>
<td>Employees on nonfarm payrolls (SA, M/M chg, thousands)</td>
</tr>
<tr>
<td>Federal surplus/deficit (NSA, billions $)</td>
<td>Federal surplus/deficit (NSA, billions $)</td>
<td>Federal surplus/deficit (NSA, billions $)</td>
</tr>
<tr>
<td>Retail sales (SA, M/M % chg)</td>
<td>Retail sales (SA, M/M % chg)</td>
<td>Retail sales (SA, M/M % chg)</td>
</tr>
<tr>
<td>Retail sales excluding motor vehicles (SA, M/M % chg)</td>
<td>Retail sales excluding motor vehicles (SA, M/M % chg)</td>
<td>Retail sales excluding motor vehicles (SA, M/M % chg)</td>
</tr>
<tr>
<td>Producer price index (SA, M/M % chg)</td>
<td>Producer price index (SA, M/M % chg)</td>
<td>Producer price index (SA, M/M % chg)</td>
</tr>
<tr>
<td>Core producer price index (SA, M/M % chg)</td>
<td>Core producer price index (SA, M/M % chg)</td>
<td>Core producer price index (SA, M/M % chg)</td>
</tr>
<tr>
<td>Business inventories (EOP, SA, M/M % chg)</td>
<td>Business inventories (EOP, SA, M/M % chg)</td>
<td>Business inventories (EOP, SA, M/M % chg)</td>
</tr>
<tr>
<td>Industrial production (SA, M/M % chg)</td>
<td>Industrial production (SA, M/M % chg)</td>
<td>Industrial production (SA, M/M % chg)</td>
</tr>
<tr>
<td>Capacity utilization rate: total industry (SA, %)</td>
<td>Capacity utilization rate: total industry (SA, %)</td>
<td>Capacity utilization rate: total industry (SA, %)</td>
</tr>
<tr>
<td>Housing starts (SAAR, millions)</td>
<td>Housing starts (SAAR millions)</td>
<td>Housing starts (SAAR, millions)</td>
</tr>
<tr>
<td>Consumer price index (SA, M/M % chg)</td>
<td>Consumer price index (SA, M/M % chg)</td>
<td>Consumer price index (SA, M/M % chg)</td>
</tr>
<tr>
<td>Core consumer price index (SA, M/M % chg)</td>
<td>Core consumer price index (SA, M/M % chg)</td>
<td>Core consumer price index (SA, M/M % chg)</td>
</tr>
<tr>
<td>Composite Index of [10] Leading Indicators (M/M % chg)</td>
<td>Composite Index of [10] Leading Indicators (M/M % chg)</td>
<td>Composite Index of [10] Leading Indicators (M/M % chg)</td>
</tr>
<tr>
<td>New home sales (SAAR, millions)</td>
<td>New home sales (SAAR, millions)</td>
<td>New home sales (SAAR, millions)</td>
</tr>
<tr>
<td>New orders: durable goods (SA, M/M % chg)</td>
<td>New orders: durable goods (SA, M/M % chg)</td>
<td>New orders: durable goods (SA, M/M % chg)</td>
</tr>
<tr>
<td>Manufacturers’ new orders (SA, M/M % chg)</td>
<td>Manufacturers’ new orders (SA, M/M % chg)</td>
<td>Manufacturers’ new orders (SA, M/M % chg)</td>
</tr>
<tr>
<td>Trade balance: goods and services (BOP; SA, billions $)</td>
<td>Trade balance: goods and services (BOP; SA, billions $)</td>
<td>Trade balance: goods and services (BOP; SA, billions $)</td>
</tr>
<tr>
<td>Consumer credit outstanding (EOP, SA, M/M chg, billions $)</td>
<td>Consumer credit outstanding (EOP, SA, M/M chg, billions $)</td>
<td>Consumer credit outstanding (EOP, SA, M/M chg, billions $)</td>
</tr>
<tr>
<td>Real GDP: preliminary (SAAR, Q/Q % chg)</td>
<td>Real GDP: final (SAAR, Q/Q % chg)</td>
<td>Real GDP: final (SAAR, Q/Q % chg)</td>
</tr>
</tbody>
</table>

NOTE: BOP, balance of payments; EOP, end of period; ISM, Institute for Supply Management; M/M chg, change from previous month; M/M % chg, percent change from previous month; NSA, not seasonally adjusted; Q/Q % chg, percent change from previous quarter; SA, seasonally adjusted; SAAR, seasonally adjusted annual rate.
Our index is a linear combination of the 68 predictors $x_{i,t}, i = 1, \ldots, 68$. We construct these weights using the three-pass regression filter (3PRF) developed by Kelly and Pruitt (2015) (see the boxed insert). Before delineating this approach it is useful to describe why we do not use the more common factor-based approach based on principal components alluded to earlier. This may seem odd given that the principal components method is quite standard and is the basis for the construction of many economic indexes—such as the Chicago Fed National Activity Index (CFNAI) and the St. Louis Fed Financial Stress Index (STLFSI). It may seem even odder given that some studies, including Brave and Butters (2014), have shown that the CFNAI can be useful for predicting real GDP growth. Our rationale is based on the difference between the data used to construct the CFNAI and the data we use to construct our index. Put simply, the CFNAI is based on a number of series, including industrial production, that are already known to be useful for predicting real GDP growth and hence it is not surprising that the CFNAI, which is just a linear combination of these series, might be useful for predicting real GDP growth.

In contrast, our dataset does not include industrial production per se, but rather includes only the news component associated with the industrial production release. Since a priori there is no reason to think this would be a useful predictor of the current-quarter forecast error associated with the BCC forecast for real GDP growth, there is no reason to think that a principal-components-based factor would be useful for predicting it either. Mathematically,
factors estimated using principal components are chosen to maximize the percent of variation in the predictors \(x_{i,t}\), explained by that factor without any reference to any dependent variable \(y_t\) that we are trying to predict. The 3PRF is one approach to linking construction of the factor relative to the dependent variable you want to predict. Specifically, it is explicitly designed to estimate the factor (i.e., index) in such a way as to maximize the covariation between the predictors \(x_{i,t}\) and the dependent variable \(y_t\)\(^{13}\). It is also worth noting that unlike the NTI, which arbitrarily determines whether a data release is better or worse than expected, and with equal weights, the 3PRF does not take a normative stance on the data. Rather, the weights are allowed to reflect predictive content for the dependent variable.

**Time-Varying Versus Fixed Weights.** We experiment with two different methods for estimating the weights for the data surprises and constructing the subsequent forecasts. The first approach is perhaps the most natural. As we move across time within the quarter from one data release to the next, the number of predictors that we know increases and hence the number of surprises used to construct the index increases. For example, suppose we are constructing the index at the end of February—the end of the first month of incoming data. When we apply the 3PRF, we obtain a collection of weights for those 23 (\(N\)) surprises. Our index is then the sum of the products of the 23 surprises and their weights estimated on that day. Now consider the last day of March. When we apply the 3PRF, we obtain a collection of weights for the 46 (\(N\)) surprises currently available. As before, our index is then the sum of the products of the 46 surprises and their weights estimated on that day. This approach implies that the weights on the surprises obtained in February are time-varying in the sense that as more surprises are realized across the quarter, the weights on the surprises obtained in February change. Of course, the same is true for the surprises obtained in March as we reapply the 3PRF across releases obtained in April\(^{14}\).

To clarify this approach, suppose we just obtained the \(i\)th surprise \(x_{i,T+1}\) (for \(i = 1, \ldots, 68\)) in quarter \(t = T + 1\) and suppose we have \(T\) historical quarters. We apply the 3PRF to the historical surprises \(x_{i,t}, \ldots, x_{i,T}\) for \(t = 1, \ldots, T\). This produces weights \(w_{i,1,T}, \ldots, w_{i,1,T}\) that can be used to construct the index \(\hat{f}_{i,T+1} = w_{i,1,T} x_{i,T+1} + \ldots + w_{i,1,T} x_{i,T+1}\) associated with all surprises received as of the \(i\)th release in quarter \(T + 1\). The 3PRF uses this index to construct a forecast of the dependent variable in quarter \(T + 1\) based on an ordinary least squares (OLS) regression of the form \(y_t = \beta_0 + \hat{\beta}_i \hat{f}_t + \epsilon_t\) for \(t = 1, \ldots, T\). This forecast takes the form \(\hat{y}_{i,T+1} = \hat{\beta}_{0,i,T} + \hat{\beta}_{i,T} \hat{f}_{i,T+1}\), where \((\hat{\beta}_{0,i,T}, \hat{\beta}_{i,T})\) denote the OLS regression coefficients associated with using all data releases up to the \(i\)th data release using observations \(t = 1, \ldots, T\).

We described the time-varying approach as intuitive because we update the index weights \(w_{i,1,T}, \ldots, w_{i,1,T}\) and “model” \(y_t = \beta_0 + \beta_i \hat{f}_t + \epsilon_t\) as we move across data releases, as is typically done in forecasting. In contrast, our second method might seem less intuitive because we really have only one set of weights and one common model that we use throughout the quarter. In this approach, we estimate the weights once using all 68 surprises obtained throughout the entire quarter. The index weights and regression model coefficients are identical to those constructed using the time-varying approach when \(i = 68\). However, when we construct the value of the index \(\hat{f}_{i,T+1}\) in quarter \(T + 1\), we layer in an additional assumption—that any surprises arriving later in the quarter will all be zero. This implies that for each \(i\),
Figure 4
Weights at the End of the First, Second, and Third Months of the Quarter (2015:Q4)

NOTE: The ordering of the series is consistent with that in Figure 3.
Figure 4 plots the weights for each of the 68 series when estimated using surprises observed through the end of the first, second, and third data-release months of 2015:Q4. For this exercise, the dependent variable is defined using the advance release of GDP. The ordering is consistent with that in Figure 3. A few notable features from Figure 4 are worth highlighting.

i. The weights for a given predictor can be positive or negative depending on when the data are released within the quarter. For example, at the end of the first month, the surprise associated with the first release of the new home sales variable is given a positive weight of 0.05 and at the end of the second month, the weight associated with the second release of new home sales is given a positive weight of 0.004. But at the end of the third month, the weight given to the third release of new home sales is set at –0.11.

ii. The weights associated with a predictor in a given month can change magnitude as the weights are updated across the quarter. For example, the weight on the surprise component of industrial production in the first month of the quarter changes from 0.08, to 0.01, to 0.001 when the weights are re-estimated at the end of the three months. Put differently, while the first industrial production release of the quarter remains a positive signal for the quarter, its importance declines as we move within a quarter.

iii. The magnitudes of the weights for a given data release depend on when the release occurs within the quarter. As an example, the weights on the most recent industrial production release vary from 0.08, to 0.15, to 0.22 as we transition from the first through the third months of the quarter. Apparently, an unexpected positive surprise to industrial production means more later in the quarter than earlier in the quarter.

iv. In many cases the signs are intuitive: Initial claims always has a negative sign. Capacity utilization always gets a positive sign. The ISM always gets a positive sign. Even so, there are some oddities. As an example, while consumer confidence always gets a negative weight in the first month, it always gets a positive weight in the second and third months.

**Economic News Index Plots**

While the weights are modestly interesting in their own right, the ultimate goal is to construct the ENI itself. Figure 5 provides examples of the paths of this index across 2015:Q4 for each of the two weighting schemes using the advance release of GDP to define the dependent variable. For some perspective on the variability in these paths, we also provide a shaded area that represents the range of the pointwise 5th and 95th percentiles of the empirical distribution of all paths dating back to 2000:Q1. The solid gray line in the middle of the shaded area represents the pointwise median of the historical paths. Since the horizontal axis reads through time with respect to the data release ordering, and the index is zero mean by construction, the vertical axis can be interpreted as indicative of whether the incoming data have on net come in stronger or weaker than expected as of the most recent data release.
Figure 5

Historical Paths of the Economic News Index

A. ENI Using Fixed Weights

B. ENI Using Time-Varying Weights

NOTE: The ordering of the series is consistent with that in Figure 3.
Panel A of Figure 5 shows the paths for the ENI constructed using fixed weights. As we move across the quarter, the 5th and 95th percentiles tend to spread out monotonically, reaching levels near ±2 by the end of the quarter. Throughout the quarter the distribution of paths seems to be fairly symmetric around zero, which is the mean value of the index. Perhaps not surprisingly, the median path lies near the mean, though we should note there are no restrictions imposing such.

Panel B of Figure 5 provides the same type of plot but for weights re-estimated across the quarter. The main difference between this plot and the previous one is that in this case, the shaded area immediately spikes outward at the beginning of the quarter. Apparently there is a lot of variance associated with estimating the ENI when very few data releases are available to construct the index. While reasonably intuitive, this variance is not predetermined in any way. As more information becomes available, variability in the index declines before converging at levels near ±2 by the end of the quarter.

In both panels, we also plot the path of the ENI for 2015:Q4. In both cases, the incoming data during the month of November were suggestive of upward revisions in the BCC forecast. But as we proceeded into December, the index slowly began to decline before essentially converging to zero by the time we got into January 2016. At this point, the index was indicating that, on net, the incoming data had been neutral and the original BCC forecast was on target.

In both panels, we also plot the path of the ENI as we moved across 2008:Q3. We emphasize this path because it gives some indication of how the ENI behaves in an “abnormal” period such as the one the economy experienced heading into the Great Recession. During the first few weeks of August 2008, the index behaved relatively normally, lying well within the 5th and 95th percentiles. But by the time of the first release of industrial production, the ENI had declined sharply and continued to decline consistently until the third release of industrial production—at which point the ENI collapsed. Not surprisingly, following the first release of industrial production, nearly the entire path forms the lower bound of the empirical distribution of all paths of the ENI since 2000:Q1.

The upper tail of the empirical distribution of paths of the ENI is not so clearly defined by a singular event. In unreported results, we are able to establish that roughly two-thirds of the maximal values of the index are achieved in either 2001:Q4 or 2006:Q1. In the former, the BCC forecast was −1.9 percent, while the advance release was 0.2 percent. For the latter, the BCC forecast was 4.1 percent, while the advance release was 4.8 percent. In both cases, the path of the ENI suggested upward revisions to the BCC nowcast of current-quarter real GDP growth.

**FORECASTING EXPERIMENTS**

In this section, we provide empirical evidence on the usefulness of the ENI as a predictor for current-quarter real GDP growth. To do so, we perform a sequence of pseudo out-of-sample nowcasting exercises starting in 2010:Q1 and proceeding through 2015:Q4. This gives us 24 quarters of forecasts for each of the 68 data releases. For each release we consider forecasts made using the time-varying weights and forecasts made using the fixed weights. In addition, we consider two dependent variables: one defined using the advance release of real GDP and one defined using the first revision.
Figure 6

A. Squared Errors: Fixed Weights

B. Squared Errors: Time-Varying Weights

NOTE: The news release numbers reflect the ordering of series in Figure 3. BC, Blue Chip.
Figure 7
Forecast Accuracy for First Revision of GDP Estimate (2010:Q1–2015:Q4)

A. Squared Errors: Fixed Weights

B. Squared Errors: Time-Varying Weights

NOTE: The news release numbers reflect the ordering of series in Figure 3. BC, Blue Chip.
For each permutation of the weights, the data release, and the dependent variable we obtain 24 squared forecast errors. Figures 6 and 7 show these using box-and-whisker plots. For comparison, we also construct the same for the three BCC forecasts—one for each month—and insert them at the beginning of each data-release month across the quarter. In each box-and-whisker plot a shaded rectangle (box) represents the range from the 25th to 75th percentile, a dash within the rectangle represents the median, and a solid circle represents the mean. Vertical lines (whiskers) extending out of each box represent the spread of observations 1.5 interquartile ranges above the 75th percentile or below the 25th percentile. Open circles outside the range of the whiskers represent outliers.
There are a number of takeaways from these plots. Perhaps the most obvious is the cloud of large outliers that exists for each plot. In most cases, there are more outliers associated with forecasts made from the news index than those that arise from the BCC forecasts. This is not surprising since the BCC is a consensus forecast and hence outlier forecasts are smoothed over by taking the median value from the survey. This immediately leads to the second observation that the mean squared errors associated with the ENI-based forecasts all tend to be much higher than those associated with the BCC forecast, especially moving into the second and third months of the quarter.
One interpretation of the plots is that the news index is not useful for prediction relative to the BCC forecasts. One could certainly reach that conclusion if we focused exclusively on the means of the distributions. But a closer look shows that the median squared errors from the news index are similar to and often lower than those associated with the BCC forecasts. This is particularly true when the target variable is constructed using the first revision of real GDP. To see this more clearly, consider Figures 8 and 9. Here we highlight the path of the median squared errors as we move across the quarter from one data release to the next. Note that we also do this separately for each of the three BCC forecasts across the quarter.

Figure 8 shows the paths for the median squared errors across data releases when the advance release of GDP is used to define the dependent variable. Panel A shows the paths constructed with fixed weights, while Panel B shows those constructed with time-varying weights. When fixed weights are used, the news index usually performs about the same as the BCC (which just happens to have the same median squared error regardless of which month within the quarter it is released). This is less true when time-varying weights are used to construct the index. In fact, the median squared error is very volatile during the first month—a not unexpected outcome given the volatility in the historical paths indicated in the shaded region on Panel B of Figure 5.

Figure 9 reports the same median squared error paths as Figure 8 but uses the first revision of GDP to define the dependent variable. Here we find that when fixed weights are used, the news index usually performs better than the BCC and does so at nearly all intraquarter horizons. And when the time-varying weights are used, the news index tends to perform better than the BCC but only during the second and third months of the quarter.

**CONCLUSION**

In this article, we introduce an economic news index (ENI) intended for use as an input for constructing nowcasts of current-quarter real GDP growth. The index is a weighted average of the “news” that arrives throughout the current quarter as various macroeconomic data are released. The weights are chosen relative to the predictive content of that news event for current-quarter real GDP growth using the three-pass regression filter developed in Kelly and Pruitt (2015). As such, at any given time throughout the quarter, a positive value of the index suggests that, on net, the incoming news has been better than expected for real GDP growth and vice versa if the index value is negative.

We evaluate the predictive content of the index using a variety of forecasting exercises. The results indicate that relative to the BCC forecasts of real GDP growth, the ENI can sometimes be volatile and produce forecasts that are very inaccurate. And because even a few very inaccurate forecasts can affect the mean squared error, it is almost always the case that the BCC forecast has a lower mean squared error than that associated with the ENI-based forecast. If instead we use an outlier-robust measure of accuracy, like the median squared error, we find that especially when forecasting the first revised value of real GDP growth, the ENI-based forecast is often more accurate than the BCC.
NOTES

1. For a discussion of these and other related issues from an economic policymaking perspective, see Deutsche Bundesbank (2013).

2. The BEA keeps two accounts. The first measures the dollar value (both in current dollars and in chain-weighted, or real, dollars) of expenditures on goods, services, and structures produced in the United States (GDP). The second account measures the income that flows to the owners of the factors of production (labor, land, and tangible capital) used to produce the output and expenditures measured by GDP. The latter is termed “gross domestic income” (GDI). In theory, GDP and GDI should equal each other. In practice, they differ by a residual. The data are also adjusted to remove any regularly occurring seasonal variation. We focus on the expenditure-side estimate (GDP) in this article.

3. For example, see the Federal Reserve Bank of Atlanta’s GDPNow current-quarter forecast at https://www.frbatlanta.org/cger/research/gdpnow.aspx?panel=1.

4. For a discussion of how the BEA pieces together the National Income and Product Account data, see the BEA’s Methodology Papers at http://www.bea.gov/methodologies/.


6. For example, in the December 16, 2015, FOMC Press Release, the Committee noted that “the actual path of the federal funds rate will depend on the economic outlook as informed by incoming data.” See http://www.federalreserve.gov/newsevents/press/monetary/20151216a.htm.

7. Four times per year, the FOMC participants release their economic projections for real GDP growth, inflation, the unemployment rate, and their expectation for the federal funds rate at the end of the current year and several subsequent years. These are known as the Summary of Economic Projections (SEP). For example, the version of the SEP associated with the December 15-16, 2015, meeting can be found at http://www.federalreserve.gov/monetarypolicy/fomcprojtabl20151216.htm.

8. This concept is developed and further explained in Kliesen (2014).

9. The source and non-source GDP data referenced in this article can be found in the Federal Reserve Bank of St. Louis’s FRED® database. FRED, an acronym for Federal Reserve Economic Data, is one of the world’s largest collections of freely available economic and financial data. FRED can be accessed at https://fred.stlouisfed.org.

10. The term “current quarter” is somewhat misleading. For example, the advance estimate of real GDP growth in the fourth quarter of 2015 is not released until late January 2016. Accordingly, data for December 2015 are still being released in January 2016. In fact, some of the source data for fourth-quarter 2015 are not released until after the advance estimate in late January.

11. Median forecasts and data releases are accessed through Haver Analytics. Forecasts prior to December 15, 2003, are from MMS International.

12. One can think of this two-step approach as an ad hoc way of allowing for a time-varying intercept in a predictive regression but where the intercept is known to be the BCC forecast. Such an approach is not without precedent. For example, the FRB/US model (see https://www.federalreserve.gov/econresdata/FRBUS/US-MODELS-ABOUT.htm) defines the dependent variable in its inflation equation as the deviation of realized inflation from a forecast taken from the Survey of Professional Forecasters. See Kozicki and Tinsley (2001) and Clark and McCracken (2010) for other examples.

13. For statistical considerations and asymptotic properties, refer to Kelly and Pruitt (2015).

14. Note too that we do not impose any cross-month restrictions on the weights, and hence it is possible that at the end of March the weight given to the surprise component of industrial production obtained in February can be positive, while that obtained in March can be negative.

15. The paths are estimated as “real-time” forecasts. For example, the 2000:Q1 path is calculated using data up to 1999:Q4.

16. The interquartile range is the distance between the 75th and 25th percentiles.
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