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To our readers:

The Research Division of the Federal Reserve Bank of St. Louis has provided economic
data to the public for many years through FRED®, our online database of over 3,000 U.S.
economic time series. These series are revised and updated continually as more accurate
estimates become available. As a result, previous vintages of data can be superceded and
may no longer be available from various data sources.

Our new database, ALFRED™ (ArchivaL. Federal Reserve Economic Data), offers vintage
versions of economic data. Currently, we offer 60 series for 3 categories (from as far back
as December 6, 1996), which users can select and download through our website. Over
time, more data and series will become available.

By compiling these vintage data, the Research Division hopes to provide users with the
tools they need to reproduce past research, build more accurate forecasting models, and
analyze economic policy decisions of the past with the data available at the time.

Please visit our website for more information, including an ALFRED™ tutorial:
http://research.stlouisfed.org/tips/alfred/.

As always, we welcome your questions and comments.

William T. Gavin
Editor
July 31, 2005
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Understanding the Term Structure of Interest Rates

William Poole

This article was originally presented as a speech to the Money Marketeers, New York, New York,

June 14, 2005.

Federal Reserve Bank of St. Louis Review, September/October 2005, 87(5), pp. 589-95.

topic much discussed in recent

months is the relationship over the

past year or so between long-term

and short-term interest rates. Some
observers have argued that the failure of long rates
to trend up as the Fed has increased its target
federal funds rate is a puzzle. Others have argued
that Fed policy is ineffective because increasing
the rising short rate is not affecting the long rate.
I'll not say much about the policy issue, but I
do want to address the puzzle.

However, I'm going to define the puzzle some-
what narrowly. I'll not address the current low
level of the real rate of interest on long-term bonds.
That same puzzle existed a year ago, although it
may not have been so obvious at the time. What
I'll discuss is the issue of why the long rate has
not increased as the Fed has raised the target
federal funds rate.

I thank my colleagues at the Federal Reserve
Bank of St. Louis—especially Ed Nelson—for their
assistance and comments.

THE RECENT TERM STRUCTURE
PUZZLE

Since June 2004, the Federal Open Market
Committee (FOMC) has increased the target federal

funds rate by 25 basis points every time they have
met, including the recent meeting on May 3.
Moreover, the federal funds futures market pre-
dicted that the Committee would raise the target
funds rate by another 25 basis points at its June
meeting. On the other hand, a key long-term
interest rate, the yield on 10-year U.S. Treasury
securities, has shown little persistent tendency
to change, either up or down, over the same
period. I refer to this discrepancy in interest rate
patterns as the recent term structure puzzle.

The eight increases in the target funds rate
took it from 1 percent to 3 percent as of May 3,
2005. The 10-year Treasury bond rate, however,
has exhibited a different pattern. If we look at
monthly average data, which I'll use throughout
unless indicated otherwise, we can see that the
rate has not had a persistent trend since mid-2002,
when the rate was about 4'/2 percent (a rate that
also prevailed at the end of 2003 and again this
spring). The monthly average level of the bond
rate increased by about 90 basis points from March
to June 2004, mostly in response to evidence of
stronger economic growth and the beginning of
Fed tightening. The June 2004 level of 4.73 per-
cent on the bond rate was the highest since June
2002 and has not been exceeded since.

Some observers like to emphasize that the
long rate has declined since the Fed first started

William Poole is the president of the Federal Reserve Bank of St. Louis. The author appreciates comments provided by colleagues at the
Federal Reserve Bank of St. Louis. Edward Nelson provided special assistance. The views expressed are the author’s and do not necessarily

reflect official positions of the Federal Reserve System.
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raising rates in June 2004, but I think the right
observation, given the variability of the rate, is
to say that the long rate has fluctuated around
roughly 4%/2 percent since mid-2002. June 2004
is not the best month to begin the analysis because
the Fed’s rate increases were foreseen some
months in advance. Based on the July 2004 federal
funds futures contract, in late 2003 the market
anticipated a funds rate of 1.25 percent or above,
but then the expected rate for July fell to nearly 1
percent (i) as the FOMC maintained its 1 percent
target funds rate at its January and March 2004
meetings and (ii) as a consequence of somewhat
weak economic data. When the FOMC introduced
the “measured pace” language at its meeting of
May 4, 2004, the market priced-in a policy target
of 1.25 percent for the June 2004 FOMC meeting.
In any event, I'll frame this puzzle as the failure of
long-term interest rates to increase as short-term
interest rates have risen since the late winter and
spring of 2004.

Two phenomena deserve to be distinguished:
the level of long-term rates and the change in long
rates as short rates have risen. Low long-term rates
were already in place before the recent term struc-
ture puzzle, and some major factors behind low
long-term rates do not necessarily help in explain-
ing the term structure puzzle, which concerns
changes in rates. Most notably, Fed Governor
Ben Bernanke (2005) has convincingly argued
that the “global saving glut” has been a depressing
factor on U.S. real and nominal interest rates since
2000. Yet this factor does not solve the term struc-
ture puzzle, for two important reasons. First, as
noted, the glut has been in force throughout this
decade, whereas the term-structure puzzle refers
to the period since early 2004. Second, the glut
is a source of downward pressure on real interest
rates at all maturities since 2001, whereas the term
structure puzzle instead refers to the recent flat
trend of the long rate despite a significant increase
in the short rate.

AVERAGE HISTORICAL BEHAVIOR

That there is a puzzle is a consequence of
just how atypical the recent behavior of the term
structure is. The funds rate and bond rate do typ-
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ically move in the same direction. A linear regres-
sion of the first difference of the bond rate on the
first difference of the federal funds rate provides
a simple description of the average relationship
between the bond rate and funds rate. The regres-
sions indicate that the contemporaneous rela-
tionship between the two series is positive and
statistically significant. For the entire period from
May 1954 to March 2005, the regression coeffi-
cient is a bit below 0.2; for the period from January
1984 to March 2005, the coefficient is a bit above
0.3. Using the period from 1984, what the coeffi-
cient means is that on average a 100-basis-point
change in the funds rate has been associated
with a 32-basis-point change in the bond rate in
the same direction. Thus, over the past year, as
the funds rate rose by 200 basis points, we should
have seen an increase of the bond rate of about
65 basis points. Depending on how you eyeball
your favorite chart of the 10-year bond rate, instead
of increasing, the bond rate has been about flat,
or down somewhat, over the past year.

THE EXPECTATIONS THEORY OF
THE TERM STRUCTURE

To decide whether there really is a puzzle, or
to make sense of the puzzle, we’ll need to call on
economic theory. According to economic theory,
a key reason why the contemporaneous relation-
ship between the funds rate and the bond rate is
far from one-for-one is that changes in the bond
rate should be closely linked not to today’s change
in the funds rate but to revisions in expectations
of the future path of the funds rate. The theory
will provide a framework for an analysis of the
recent term structure puzzle.

The essential message of the expectations
theory of the term structure is that market forces
should make longer-term interest rates a weighted
average of the short-term interest rates expected
to prevail over the life of the bond. The investor
should be indifferent between making N consec-
utive investments in 1-period securities and
investing in an N-period bond. Or at least enough
investors should be indifferent to force the N-
period bond to trade in the market at the weighted
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average of the next N 1-period bonds. To take a
simple example, letting time be quarters, the
expectations theory says that the 2-quarter interest
rate should be equal to the average of today’s 1-
quarter interest rate and the expected 1-quarter
rate next quarter. We assume that today’s expec-
tation of next quarter’s 1-quarter rate is based
rationally on all information available today.

The argument applies to bond rates of any
maturity. The simple expectations theory implies
that the 10-year bond rate reflects the expected
path over the next ten years of the short-term rate.
The 10-year bond rate at the beginning of June
2004 incorporated the 1-year rate and the next
nine expected 1-year rates, the last of which was
a 1-year rate on a security that would be issued
in June 2013 and mature in June 2014.

Similarly, the 10-year rate prevailing at the
beginning of June this year incorporated the cur-
rent 1-year rate and the next nine expected 1-year
rates, the last of which was a 1-year rate on a
security that would be issued in June 2014 and
mature in June 2015. After comparing the 10-year
bond from a year ago with the one today, we see
that nine of the ten 1-year periods are the same.
Today’s 10-year bond does not include the 1-year
rate prevailing in June 2004—that security has
matured. Today’s 10-year bond does include the
expected 1-year rate on a security maturing in
June 2015. Thus, the difference in the yields on the
two 10-year bonds—Tlast June’s and this June’s—
reflects substitution of (i) the expected 1-year
rate for a security to be issued in June 2014 for
(ii) the 1-year rate in the market in June 2004 for
the security that has just matured in June 2005,
plus revisions in the expected 1-year rates to pre-
vail every year from 2005 through 2013. The key
to understanding changes in the 10-year rate is
to understand revisions in those nine expected
1-year rates.

To understand the process by which expected
future 1-year rates are revised, it is useful to par-
tition the 1-year rate into a real rate and an infla-
tion premium. How might we anticipate far-off
expected real short rates to behave? This variable
should respond to new information about the real
shocks likely to be facing the economy several
years in the future. It would be tempting to think
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that such new information arises so infrequently
that the distant short-term real rate could be
treated as constant.

There is considerable evidence against this
presumption, however. For example, Laubach
(2003) finds that expectations of short-term nomi-
nal interest rates beyond five years in the future
fluctuate in response to the changes in multiyear
budget deficit projections, and some of this fluc-
tuation may reflect revisions to expected real rates.
It is not hard to imagine other information that
might rationally affect investor expectations about
distant real rates. Ultimately, the issue is an empir-
ical one and it does appear that the expected real
short rate fluctuates considerably in practice.

Historically, expected future nominal short
rates have often fluctuated in response to changes
in inflation expectations. Over the past year,
distant inflation expectations, as measured by
the spread between conventional and inflation-
protected bonds, have not changed markedly.
Thus, we can proceed by assuming that long-term
expectations of inflation have remained roughly
constant in the past year because of confidence
in Federal Reserve policies and, in the absence
of information to the contrary, that there is no new
information about far-off real rates. With these
assumptions, the change in the long rate is driven
by new information about the medium-term path
of short-term real interest rates.

For example, if newly published data suggest
greater pressure on aggregate demand in the years
immediately ahead, agents will expect a greater
degree of offsetting pressure from the Federal
Reserve in the form of higher real interest rates,
and the expectation of future real rates will be
higher than the expectation based on the prior
period’s information set. My emphasis in this
discussion is that new information about the state
of the economy drives changes in long-term
interest rates.

A DETAILED LOOK AT
JANUARY 2004-MAY 2005

Consider the behavior of bond rates since
the beginning of 2004 from the perspective of
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the expectations theory of the term structure. In
January 2004, the 10-year bond rate was 4.15
percent; in January 2005, it was 4.22 percent. I'll
concentrate on information that has created revi-
sions to future expected short rates.

Consider revisions to expected real short rates
in immediately coming years. In past tightenings,
such as in 1994, policy-induced increases in real
rates led to sharp contemporaneous increases in
bond rates. The past year has not repeated this
phenomenon because the Federal Reserve indi-
cated its tightening intentions well in advance
and because the economy has performed about
as expected.

An indication of what markets were expect-
ing as of January 2004 is given by the Blue Chip
Consensus forecast for real gross domestic product
(GDP) growth in 2004 of 4.6 percent. In the event,
U.S. real GDP growth in 2004 was 4.4 percent. In
2004, the economy performed as close to expected
as we will find in the historical record. Events
have not much changed the outlook for 2005
either. In January 2004, the Blue Chip Consensus
forecast for 2005 real growth was 3.7 percent; the
latest (June 10, 2005) Blue Chip forecast is for real
growth of 3.5 percent, an extremely small down-
ward revision from the expectation prevailing in
January 2004.

To study this matter more carefully, I've
examined large daily movements of the 10-year
bond rate since January 2004. These are listed in
Table 1. The criterion for determining a “large”
movement is a change of 10 basis points or more
in the bond rate.

See the table for details; I will provide here
the flavor of major financial news that occurred
on some of the “large change” days. The sluggish
recovery of employment during this expansion
was reflected in weak payroll data that surprised
the market on January 9, 2004, and March 5, 2004,
leading to declines in the bond rate of 16 basis
points and 19 basis points, respectively. These
employment reports led to revisions of market
expectations toward a slower expected withdrawal
by the Fed of its accommodative policy stance,
and, accordingly, expectations of real short rates
over the next few years declined.

As another example, the oil price spike on
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March 9, 2005, was associated with an increase
in the bond rate of 14 basis points. Such bond
rate increases can be interpreted two ways. One
interpretation is that markets did not revise
upward their expectations of future inflation but
did revise upward their expectations of the Fed
monetary policy required to keep inflation stable.
Alternatively, the bond rate increase may have
reflected expectations that the Fed would accom-
modate a temporary increase in inflation in the
wake of the oil shock.

Expectations of future monetary policy have
affected the bond rate significantly from time to
time. A recent study by Giirkaynak, Sack, and
Swanson (2005), covering a period earlier than
that considered here, finds that news about likely
future FOMC actions on the funds rate has an
important effect on the bond rate, distinct from
FOMC actions on the current funds rate. This
finding is, of course, in line with the expectations
theory. In the period considered here, news about
future policy increased bond rates by 11 basis
points on January 28, 2004, when the FOMC
dropped from its press release the phrase that it
expected policy accommodation to prevail “for
a considerable period.” Once this phrase was
dropped, markets revised their expectations of
short rates to a higher path than previously, and
bond rates accordingly were immediately revised
upward.

Although certain data releases did surprise
the market, over the period as a whole the data
came in about as expected, contributing to the
absence of a trend in the bond rate over the period
at issue. Likely policy responses to economic data
were also known in advance; and, in the absence
of economic surprises, FOMC decisions on the
funds rate were much as expected. Thus, there
was no particular reason over this period for the
market to revise its expectations of future interest
rates continuously in one direction; the bond rate
fluctuated in response to arriving information,
but ended up about where it started.

The argument I am making is not a new one.
There is a huge literature on the expectations
theory of the term structure of interest rates, and
policymakers have long been aware of the basic
ideas. For example, the Radcliffe Committee, a
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Table 1

Selected Changes in the 10-Year Treasury Bond Rate, January 2004-May 2005

Bond-yield change,

Date basis points Main news item Source
1/6/2004 -12 Weaker-than-expected growth in services sector Reuters
1/9/2004 -16 Weaker-than-expected payroll data DINW
1/28/2004 +11 Federal Reserve drops “for a considerable period” NYT
language from FOMC statement
3/5/2004 -19 Weaker-than-expected payroll data wsJ
4/2/2004 +24 Higher payroll data WwsJ
4/13/2004 +10 Weaker-than-expected retail sales for March 2004 DINW
5/7/2004 +16 Better-than-expected payroll data wsJ
6/15/2004 -20 Better-than-expected May inflation; reaction to FT
Greenspan Senate testimony
7/16/2004 12 Better-than-expected June inflation DINW
7/27/2004 +13 Better-than-expected July consumer confidence DINW
8/6/2004 -19 Lower-than-expected payroll data WsJ
10/8/2004 -1 Weaker-than-expected payroll data DINW
10/27/2004 +10 Higher oil prices DINW
11/5/2004 +11 Better-than-expected payroll data WwsJ
12/3/2004 -13 Weaker-than-expected payroll data DINW
12/16/2004 +10 Continuing reaction to FOMC statement DINW
3/9/2005 +14 Concern about spike in oil prices NYT
4/15/2005 -10 Continued rise in energy prices. Disappointing reports Bloomberg
from Ford and GM
4/21/2005 +10 Better-than-expected manufacturing report and jobless Bloomberg

claims data

NOTE: DJNW, Dow Jones News Wire; FT, Financial Times; NYT, New York Times; WSJ, Wall Street Journal. Dates refer to the date of
the interest rate change; sources refer to same-day wire reports and next-day newspaper reports on the principal economic news

accompanying the bond rate movement.

U.K. inquiry into monetary policy in the late
1950s, noted that “It is generally agreed that the
more temporary a rise in short rates is expected
to be, the less it will cause long rates to rise;
correspondingly, the more temporary a drop is
expected to be, the less will long rates fall.”?
Arthur Burns, then Federal Reserve Chairman,
observed in 1977 that “Long-term interest rates,
of course, are of much larger significance to the
economy than short-term rates; but the long-term
rates are also especially sensitive to inflationary

! Radcliffe Committee (1959, paragraph 447).

FEDERAL RESERVE BANK OF ST. LOUIS REVIEW

expectations.”? In a 1976 paper, [ studied the
implications for monetary policy of the expecta-
tions theory and concluded that the “implications
of the rational expectations hypothesis for macro
modeling are profound... This point is of greatest
importance for the auction markets in financial
assets” because the expectations theory tells us
that “long-term interest rates adjust immediately
and fully in response to new information.”3

The expectations theory of the term structure

2 Burns (1977, p. 724).

% Poole (1976, pp. 471, 503).
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has been severely criticized on a number of
grounds, but for the problem at hand I believe
that the theory tells the basic story correctly. In
sum, economic surprises have been minimal over
the past year and there has been no reason for
significant revision in expected future short-term
interest rates. Thus, there has been no reason for
a significant trend in long-term interest rates.

FULL CIRCLE

I began by discussing the average term struc-
ture relationship, in which long rates change by
about 30 basis points for every 100-basis-point
change in short rates. Now I'll circle back to that
topic.

The average relationship reflects average
business cycle experience in which information
surprises change expectations about future short
rates. But a casual glance at the data will show
how variable these periods have been. In some
cases, long rates rose by much more than 30 basis
points for every 100-basis-point increase in short
rates, and in some cases much less. For example,
over the 12 months ending July 1987, the bond
rate rose by 115 basis points while the federal
funds rate was rising by only 2 basis points. In
contrast, over the 24 months ending in July 1963,
the 10-year bond rate rose by only 10 basis points
while the federal funds rate was rising by 185
basis points. Clearly, I've picked out particular
cases to serve as examples; but I can assure you
that, if you look at the data systematically, you
will find that the average term structure relation-
ship of about 30 basis points on the bond rate for
every 100 basis points on the funds rate is the
average of very diverse experience. If | were writ-
ing a Ph.D. thesis, I could explore in great detail
the flow of information and how both short and
long rates responded as new information changed
expectations about inflation, real growth, and
Fed policy.

Because the role of changes in inflation
expectations has been so important historically,
but not very important over the past decade or
so, consider an example from the 1980s. The 10-
year bond rate declined sharply over 1984-86,
from 11.67 percent in January 1984 to 7.11 percent
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in December 1986. Kozicki and Tinsley (2005,
p. 427) suggest that this decline reflected continued
adjustment of 10-year-ahead expectations of infla-
tion in the wake of the Volcker disinflation. They
argue that the decline in consumer price index
(CPI) inflation to about 4 percent in 1983 was not
accepted as a lasting change until the mid-1980s,
whereupon it became more fully reflected in
long-term bond yields.

An episode that more closely resembles the
2004 experience is the period 1987-89. Here the
FOMC raised the target federal funds rate sharply,
but the long rate was fairly trendless. Kozicki and
Tinsley (2005, Figure 1) show that the late 1980s
was a period where 10-year-ahead expectations
of inflation continued to decline, even though
1-year-ahead expectations rose. The rise in 1-year-
ahead expectations probably reflected inflation
already in the pipeline. Actual Fed policy over
this period was, by contrast, disinflationary. It
seems that this episode corresponds to one where
the Fed adjusted down its long-run inflation objec-
tive. The long-term bond market understood this
change and discounted the rise in CPI inflation
as not reflecting the long-term direction of mone-
tary policy.

FINAL THOUGHTS

It should be clear by now that I do not believe
that there is a term structure puzzle reflected in
interest rate behavior over the past year or so.
Recent experience is unusual but far from unprece-
dented. The real economy has performed very
close to expectation at the beginning of 2004. The
major surprise has been the large increase in
energy prices. The market has interpreted this
increase as a relative price change and not a sign
of higher long-run inflation. The spread between
conventional and inflation-protected bonds has
increased over the near-term horizon but not over
the period 5 to 10 years out.

The fact that the 10-year bond has not exhib-
ited a persistent trend over the past 18 months or
so while the Fed has been increasing the target
federal funds rate by 200 basis points is not evi-
dence that something is awry with monetary
policy. Think of the issue this way. At the begin-
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ning of a planning period the Fed has in mind a
probable course for the economy and expectations
about the policy adjustments that will be consis-
tent with long-run policy objectives. Suppose the
market has the same understanding as the Fed.
Suppose also that events turn out largely as
expected. Then, everything goes according to plan,
including policy adjustments and the course of
bond rates. In fact, in January 2004 the eurodollar
futures contract for June 2005 traded at an average
rate of 2.81 percent, which was not far off the
target federal funds rate of 3.0 percent set by the
FOMC on May 3, 2004.

I am not claiming that the Fed had a firm plan
in mind in January 2004 to reach a target federal
funds rate of 3 percent in May 2005, but rather
that events have simply worked out that way,
corresponding rather closely to the market’s best
guess as to how events would unfold. In any event,
the fact that everything goes about as expected is
certainly not evidence of a policy problem.

I'would be delighted, as would professional
forecasters, for the string of accurate forecasts to
continue. But we would be well advised not to
forget those forecast standard errors. They have
not vanished. With respect to forecast errors, the
future is more likely to be like the past several
decades than like the past year. If real growth
and/or inflation depart significantly from current
expectations, then we will see a persistent trend
in the bond rate. I hope we do not see such an
outcome, for I believe that the current outlook
for the economy is quite favorable. I hope that
current expectations are realized.

FEDERAL RESERVE BANK OF ST. LOUIS REVIEW
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Targeting versus Instrument Rules
for Monetary Policy

Bennett T. McCallum and Edward Nelson

Svensson (2003) argues strongly that specific targeting rules—first-order optimality conditions
for a specific objective function and model—are normatively superior to instrument rules for the
conduct of monetary policy. That argument is based largely on four main objections to the latter,
plus a claim concerning the relative interest-instrument variability entailed by the two approaches.
The present paper considers the four objections in turn and advances arguments that contradict
all of them. Then, in the paper’s analytical sections, it is demonstrated that the variability claim
is incorrect, for a neo-canonical model and also for a variant with one-period-ahead plans used by
Svensson, providing that the same decisionmaking errors are relevant under the two alternative
approaches. Arguments relating to general targeting rules and actual central bank practice are also
included.

Federal Reserve Bank of St. Louis Review, September/October 2005, 87(5), pp. 597-611.

1 INTRODUCTION

n the recent literature on monetary policy

analysis, several writers have emphasized

the distinction between instrument rules—
i.e., formulae for setting controllable instrument
variables in response to current conditions—and
targeting rules, as proposed by Svensson (1997,
1999).1 In a major contribution, Svensson (2003)
has presented a sophisticated and comprehensive
case for the use of targeting rules, arguing that
“monetary-policy practice is better discussed in
terms of targeting rules than instrument rules”
(2003, p. 429).2 The superiority of targeting rules
is, moreover, claimed to pertain to both normative

1 See, for example, Svensson (1997, 1999, 2003), Svensson and
Woodford (2005), Rudebusch and Svensson (1999), Clarida, Gali,
and Gertler (1999), Cecchetti (2000), Giannoni and Woodford
(2003a,b), Jensen (2002), Walsh (2003), and Woodford (2003).

2 In what follows, quotations with page-number citations but no
author or year indication, refer to that paper, i.e., Svensson (2003).

and positive perspectives (pp. 428-30). Svensson’s
paper is rich in both analytical and practical con-
tent and provides insights that can be usefully
pondered by all students of monetary policy
analysis.

It is our belief, nevertheless, that the paper
seriously overstates the relative attractiveness of
targeting rules, from both normative and positive
perspectives, and describes inaccurately the prop-
erties of instrument rules. The purpose of the
present paper is to develop this argument. As a
major part of our argument, we study in detail
one concrete and important claim of Svensson’s
regarding interest rate variability induced by
instrument rules with strong feedback. In the wide
variety of cases considered, we find all results to
be inconsistent with the claim.

The outline of the present paper is as follows.
Section 2 presents explanations of the basic con-
cepts and an introduction to the issues. Section 3
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then takes up, and disputes, four particular criti-
cisms of instrument rules that are central to the
argument in Svensson (2003), after which
Section 4 does the same for two additional criti-
cisms. In Sections 5 and 6, the paper turns to the
precise analytical claim mentioned above and
develops results in a number of settings that show
it to be incorrect. Finally, Section 7 provides a
brief recapitulation.

2 BASIC IDEAS AND
TERMINOLOGY

What is the distinction between instrument
and targeting rules? A rule of the former type
refers, quite simply, to some formula prescribing
settings for the monetary policymaker’s instru-
ment as a function of currently observed vari-
ables. Well-known examples include the Taylor
rule (1993), several interest rate rules studied by
Henderson and McKibbin (1993a,b), and the
activist monetary base rules of McCallum (1988)
and Meltzer (1987). Precisely which variables
are observable is, of course, a matter that can be
debated in practical analyses, but is one on which
the analyst has to take some explicit position.
Note that expectations (based on current infor-
mation) of present or future variables may be
among the variables that the instrument in the
rule responds to.?

The definition of targeting rules is somewhat
more complex. There has been some evolution
since Svensson’s (1997, 1999) introduction of the
concept,? but his current terminology recognizes
both general and specific variants. Basically, a
general targeting rule is the specification of a
central bank objective function,® whereas a spe-
cific targeting rule is an optimality condition
implied by an objective function together with a

In cases in which expectations are based on current-period infor-
mation, however, Svensson refers to this type of policy rule as an
“implicit instrument rule.”

In particular, only specific (not general) targeting rules were con-
sidered in Svensson (1997) and they were called “target rules.”

Svensson (2003, p. 430) further requires that these be “operational
objectives” (italics in original), i.e., numeric targets for particular
variables, rather than a general concept such as “price stability.”
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specified model of the economy (pp. 448-60).5
Initially, optimization was presumed to be of the
discretionary type, with period-by-period reopti-
mization based on prevailing initial conditions,
but in Svensson (2003) the possibility of optimiza-
tion from a “timeless perspective” (see Woodford,
1999) is also considered.

It is not our intention to argue that analysis
with instrument rules is in all respects preferable
to the use of targeting rules. Even if we held that
belief, moreover, we would not think it socially
desirable for all researchers to employ the same
approach. Nevertheless, we are more attracted to
analysis with instrument rules than with target-
ing rules and believe that a few words should be
included to indicate why—especially since
Svensson’s numerous writings argue so strongly
in favor of the targeting rule position.

As a matter of terminology, it seems inappro-
priate to refer to the specification of the policy-
maker’s objective function as a rule. Obviously,
for a given objective function, desirable instru-
ment settings—i.e., policy actions—can be very
different under the same prevailing conditions,
depending on the policymaker’s preferred model
or models of the economy. There are words avail-
able to describe policymakers’ objectives—for
example, “policymakers’ objectives”—so there is
nothing analytical to be gained by referring to them
as “general targeting rules.” It is terminologically
useful, rather, for objectives and rules to be clearly
distinguished. Also, from the substantive per-
spective, the adoption of an objective function is
innocuous if the function accurately represents
the central bank’s true preferences. But if it does
not represent the true preferences and is made
public, as in the scheme suggested in Svensson’s
Section 5.3.3, then the central bank will be describ-
ing its objectives dishonestly to the public, a

6 Svensson has explained to us that he does not require that a spe-

cific targeting rule necessarily expresses an optimality condition,
as he has in the past (1997, p. 1136), and his definition on p. 429

conforms to that explanation. On p. 430, however, he states that

“specific targeting rules essentially specify operational Euler equa-
tions.” Also, on p. 455 Svensson states that “a specific targeting rule
specifies a condition...[that] may be an optimal first-order condition,
or an approximate first-order condition.” In the remainder of this
paper, accordingly, we shall follow Svensson’s practice by typically
treating specific targeting rules as first-order optimality conditions.
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practice that seems inconsistent with Svensson’s
emphasis on transparency.”

The most critical problem with specific target-
ing rules—i.e., first-order optimality conditions—
is that they are obviously model-dependent.? By
construction, the coefficients and variables that
appear in these rules are always closely related to
the precise specification of private sector behav-
ior in the associated model—and thus to the
assumptions made regarding the parameters and
dynamics of the model’s IS, Phillips curve, and
any other key structural equations. It is unclear
which portion of today’s macroeconomic models
are most questionable, but it is entirely clear that
there is much dispute among leading scholars
concerning the proper specification of several
of the crucial relationships. Yet a condition that
implies policy optimality in one model may be
highly inappropriate under other specifications.
Consequently, an attractive approach to policy
design, promoted, for example, by McCallum
(1988, 1999), is to search for an instrument rule
that performs at least moderately well—avoiding
disasters—in a variety of plausible models. In
other words, it is our belief that it is unwise to
restrict policy analysis to optimal-policy exercises,
which will typically be optimal only for the single
model being used. Yet such analysis is precisely
what is contemplated by focus on specific target-
ing rules.

A good illustration of the model-dependence
of optimality conditions is provided in a recent
paper by Levin and Williams (2003), which is a
follow-up to the robustness study of Levin,
Wieland, and Williams (1999). The initial exper-
iments of Levin and Williams (2003) calculate the
consequences of using a policy rule, designed to
be optimal in one model, in other models. The
three models in their introductory example are
(i) a “New Keynesian” baseline model (NKB) that
is highly prominent in recent theoretical research,

7 Svensson has informed us that he would have the central bank

explain the discrepancy between its objective function and prefer-
ences to the public. We consider that such a need reflects a sub-
stantial degree of nontransparency.

The existence of model dependency is recognized by Svensson
(p. 450).
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(ii) an alternative specification (denoted FHP) with
more sources of inertia used by Fuhrer (2000), and
the empirically oriented model of Rudebusch
and Svensson (1999, RS hereafter). Suppose a
specific targeting rule is optimal in a calibrated
version of the NKB model, with a loss function
that assigns output gap variability a weight of 1
(as in Section 5) and also gives interest rate vari-
ability a weight of 0.1, both in relation to inflation
variability relative to target. If that optimality
condition is used instead in the FHP model, the
loss values are 95 or 150 percent higher (for A
values of 0.0 and 0.5, respectively) than the min-
imum loss in that model. Even more strikingly, if
this NKB optimality condition is transferred to the
RS model, the combination generates explosive
oscillations—an “infinite” percentage deteriora-
tion. Next, a specific targeting rule that is optimal
in the FHP model produces losses that are 173
percent or 130 percent greater than the minimum
loss in the NKB model and explosive oscillations
in the RS model. Finally, a rule that is optimal in
the RS model generates analogous loss increases
of 219 percent or 254 percent in the NKB model
and 146 percent or 128 percent in the FHP model.

As an extension of our position, we would
suggest that it is not desirable always to limit
analysis to cases in which an explicit objective
function has been specified. Explicitness is itself
a virtue, of course, other things equal. But it is
unclear what terms actually appear in central
banks’ objective functions and what weights each
term receives. It is also unclear what weights and
terms should appear, since there is professional
disagreement over proper model specification.”
Accordingly, it can be useful to explore the way
in which different properties of a modeled econ-
omy (e.g., variances of key endogenous variables)
are related to policy rule parameters, leaving it
to actual policymakers to assign the relevant
weights. Examples of this approach appear in
some of our previous papers (e.g., McCallum and
Nelson, 1999a,b), as well as in Bryant, Hooper,
and Mann (1993).

% Our position does not deny the attractiveness in principle of basing

policymaker objective functions on the preferences of individual
agents.
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3 FOUR MAIN OBJECTIONS

After some preliminary discussion, Svensson
considers the case of central bank commitment to
an optimal instrument rule (which he terms an
implicit reaction function when the rule includes
any current endogenous variables) and concludes
that the implied approach is “completely imprac-
tical.” Indeed, Svensson states that “commitment
to an optimal instrument rule has no advocates,
as far as I know” (p. 439). With this particular
judgment we have no serious disagreement; see
McCallum (1999, pp. 1490-95), for example. Con-
sequently, Svensson moves on to consideration
of simple instrument rules (pp. 439-41), with one
subsection entitled “Problems of Commitment to
a Simple Instrument Rule” (pp. 441-44). We now
examine that subsection’s arguments in some
detail, since they evidently constitute the most
important ingredients of Svensson’s position.

In the subsection in question, there are four
main objections to instrument rules that are iden-
tified and discussed. The first is “(1) the simple
instrument rule may be far from optimal in some
circumstances” (p. 441). In particular, “[a] first
obvious problem for a Taylor-style rule...is that,
if there are other important state variables than
inflation and the output gap, it will not be opti-
mal...For a smaller and more open economy
[than the U.S.], the real exchange rate, the terms
of trade, foreign output, and the foreign interest
rate seem to be the minimal essential state vari-
ables that have to be added” [for the rule to be
optimal] (p. 442). But Taylor rules do not com-
prise the entire class of simple instrument rules;
nominal income growth rules provide just one
obvious counterexample. Thus, the foregoing is
not actually an argument against simple instru-
ment rules, but merely an objection to one par-
ticular class. Furthermore, it is not clear that the
supposed departure from optimality resulting
from the absence of the other state variables, per-
taining to open economies, is quantitatively or
even qualitatively important. Indeed, in Clarida,
Gali, and Gertler’s (2001) small open-economy
model there are no additional terms in the welfare
function beyond the two Taylor-rule state vari-
ables—inflation and the output gap—provided

600 SEPTEMBER/OCTOBER 2005

that the former is defined in terms of domestic-
goods price inflation. Similarly, the McCallum-
Nelson (1999a, 2000b) open-economy model can
be formulated entirely in terms of consumer price
index (CPI) inflation, output, and the real interest
rate, with openness changing only the interpre-
tation of the model parameters.

“A second problem,” Svensson states, “is that
a commitment to an instrument rule does not
leave any room for judgmental adjustments and
extra-model information...” (p. 442). This claim
is difficult for us to understand, since there seem
to be various ways in which judgmental adjust-
ments to instrument rule prescriptions could be
made. For example, the interest rate instrument
could be set above (or below) the rule-indicated
value when policymaker judgments indicate that
conditions, not adequately reflected in the central
bank’s formal quantitative models, imply different
forecasts and consequently call for additional
policy tightening (or loosening). This way of incor-
porating judgment is not the same as the one
proposed by Svensson, which he represents by
the inclusion in the structural equations of the
central bank’s macroeconomic model of an unob-
servable exogenous stochastic variable that is not
generated by a simple process, such as “an exoge-
nous autoregressive process” (p. 433). These
exogenous deviations appear in the model’s struc-
tural equations. “Judgment” is then the central
bank’s estimate of these deviation variables. But
it is unclear that this approach reflects the only,
or even the best, way of representing the role of
judgment in policymaking.1® Thus the fact that
the above-mentioned way of incorporating judg-
ment is different from Svensson’s seems to be
beside the point—that is, it does not justify his
quoted statement.!? What is crucial is that judg-
ment can be incorporated into instrument rules
as well as targeting rules.

19 Svensson also states that “a commitment to a simple instrument
rule does not provide any rules for when discretionary departures
from the simple instrument rule are warranted” (p. 442). But a
procedure that did do this would hardly seem to reflect what most
analysts would think of as “judgment.” It would be, rather, a com-
plex rule.

™ We do not mean to deny that Svensson has insightful and construc-
tive observations to make regarding incorporation of judgment;
our objection is to the asymmetry that he paints with respect to
such incorporation by means of targeting and instrument rules.
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Svensson suggests that “a third problem with
simple instrument rules would seem to be that a
once-and-for-all commitment to an instrument
rule would not allow any improvement of the...
rule when new information about the transmis-
sion mechanism, the variability of shocks, or the
source of shocks arrives” (p. 442). But the words
“would seem” appear in the foregoing quotation
because Svensson does not actually make the
foregoing argument. After mentioning it, he goes
on to recognize that Woodford’s (1999) “timeless
perspective” type of commitment does permit
modification of rules when new information is
developed.!? Such rules can, in a manner that is
indicated below, be implemented by means of an
instrument rule. Furthermore, the implied type
of commitment—to a procedure rather than a
formula—could also be applied to other types of
instrument rules.

Finally, switching from a normative to a pos-
itive point of view, Svensson states that “an obvi-
ous fourth problem is that commitment to a simple
instrument rule is far from an accurate descrip-
tion of current monetary policy” as practiced by
inflation-targeting or other central banks. He con-
tinues: “No central bank has (to my knowledge)
announced and committed itself to an explicit
instrument rule” (p. 444). But, as we have argued
previously (McCallum and Nelson, 2000a, p. 15),
no actual central bank has announced or commit-
ted itself to an explicit objective function, which
is a necessary condition for either the general or
specific type of targeting rule promoted by
Svensson.!® Indeed, commitment to an optimal
specific targeting rule would in addition entail
commitment to be bound by the output of a new
optimal control exercise, conducted with a par-
ticular quantitative macroeconomic model, each
decision period (e.g., each month). Such exercises
could, Svensson says, be modified by judgment.
But are they actually conducted by the central
banks that he identifies as the world’s leaders in
this regard, those of the United Kingdom, New

12 por discussions, see Woodford (1999) and Svensson and Woodford
(2005).

13 Note that at a minimum it would be necessary for the central bank

to state explicitly its value for the objective function parameter
labeled A below and in Svensson’s equation (2.2).
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Zealand, and Sweden? If so, what is the value of
the weight A on output gap variability announced
and used by each of these central banks? What is
the specification of the model used?

In short, it seems appropriate to conclude
that all four of the objections to instrument rules
emphasized by Svensson are equally applicable—
or equally inapplicable—to targeting rules.

4 ADDITIONAL OBJECTIONS

Two other debatable points deserve some brief
attention before we turn to a major analytical
issue in Sections 5 and 6. One of these concerns
Svensson’s argument against the view that “simple
instrument rules fit actual central-bank behavior
well” (p. 444). In opposition to this idea, Svensson
states that “even the best empirical fits leave one
third or more of the variance of changes in the
[interest instrument] rate unexplained.” In this
regard it is important to note that the statement
pertains to the variability of first differences of
the interest rate, as found in the study by Judd
and Rudebusch (1998). In terms of levels, the frac-
tion of the variance that is unexplained is approx-
imately 0.02 (i.e., about 2 percent).’* Neither of
these measures is conceptually “correct” or
“incorrect,” of course, but to put matters in per-
spective, we note that 33 percent would be a com-
paratively small unexplained variance fraction
for the first difference of most important variables
in typical quarterly macroeconometric models.
In the well-known Rudebusch and Svensson
(1999) model, for example, the unexplained vari-
ance fractions for changes in inflation and the
output gap are about 71 percent and 87 percent,
respectively.’®

14 Judd and Rudebusch (1998, p. 14) report a residual standard devi-
ation of 0.27 for the Greenspan period 1987:Q3-1997:Q4. Over that
span, the standard deviation of the quarterly average funds rate is
1.93 (annual percentage units). Thus, the unexplained fraction of
variability is (0.27/1.93)% = 0.0196.

'3 These figures pertain to the model’s “inflation equation” and “out-
put [gap] equation,” for which the reported residual standard errors
are, respectively, 1.009 and 0.819 (Rudebusch and Svensson, 1999,
p. 208). The sample standard deviations for first differences of the
relevant inflation and output gap series over the 1961:Q1-1996:Q2
sample period are, respectively, 1.197 and 0.877, so we have
(1.009/1.197)2 = 0.711 and (0.819/0.877) = 0.872.
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Our second point concerns Svensson’s con-
tention that actual central banks noted for their
inflation-targeting regimes, including the Reserve
Bank of New Zealand, the Bank of Canada, and
the Bank of England, use in practice procedures
that are more reasonably characterized by the
notion of a targeting rule rather than an instrument
rule. We have already mentioned that none of
these central banks has publicly adopted an
explicit objective function. But, furthermore, we
find that descriptions of their policy procedures
provided by officials and economists of these
central banks read more like instrument rules
than specific targeting rules.

As a first example, there are several short
articles describing the policy procedures of the
Bank of Canada that appear in the Summer 2002
issue of the Bank of Canada Review. These do not
refer to targeting rules or optimal control exercises,
but discuss instrument rules quite explicitly—
see, e.g., Cote et al. (2002). Another relevant refer-
ence to the use of instrument rules in Canadian
policy is provided by Longworth and O’Reilly
(2002). At the risk of being excessively repetitive,
let it be said explicitly that we do not claim that
the Bank of Canada—or any actual central bank—
strictly follows an instrument rule, but rather that
its practices are closer to the analytical represen-
tation of an instrument rule than to the analytical
representation of a targeting rule.

For the Bank of England, a natural starting
place is a publication by Bean and Jenkinson
(2001) entitled “The Formulation of Monetary
Policy at the Bank of England,” which describes
the role of forecasts in policy decisions of the
Bank’s Monetary Policy Committee. Their paper’s
discussion explains that a variety of models and
techniques are used in the process, but recognizes
the special status of the “MM” quarterly macro-
econometric model. In the publication Economic
Models at the Bank of England: September 2000
Update, there are several examples of policy
experiments with MM involving alternative
instrument rules (Bank of England, 2000, pp.
13-20). The more recent discussion by Allsopp
(2002, p. 489) suggests that “the broad features
of the reaction function in place in the United
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Kingdom increasingly seem to be publicly-
understood and built into expectations.”

A still more recent discussion of the U.K.
policy framework is that in a document prepared
by the U.K. Treasury (2003). This study uses a
comparison of “interest rate decisions [with] those
that a Taylor rule would suggest” as one measure
of whether “the current frameworks...have allowed
monetary policy to perform a stabilizing role”
(pp. 33, 35). By contrast, there is no attempt to
evaluate policy using a numerically specified
loss function or Euler equation. The study does
note criticisms of the instrument rule approach,
citing Svensson (2003) in that regard. But it char-
acterizes the deviation of actual policy from the
Taylor rule as reflecting discretionary adjustments:
“[Prescriptions from] Taylor rules...are typically
different from the actual rates chosen by central
banks, which use discretion to determine rates
based on a wider range of information” (2003,
p- 36). In addition, in a speech accompanying
the release of this study, the Chancellor of the
Exchequer (who sets the target for monetary policy
in the United Kingdom and appoints several of
the members of the Monetary Policy Committee)
was explicit in characterizing actual policy in a
Taylor-rule-like manner: “For a 1 per cent rise in
British inflation, the British interest rate would,
other things being equal, tend to rise by 1.5 per
cent” (Brown, 2003, p. 410).

In the case of New Zealand, descriptions of the
Reserve Bank’s policy procedures (e.g., Hampton,
2002) make no mention of optimal control exer-
cises, but clearly refer to a role for an instrument
rule in their Forecasting and Policy System. In
addition, it is interesting to note that Svensson’s
own extensive and authoritative independent
review of New Zealand monetary policy (2001,
p. 66) suggests that “the Reserve Bank may want
to consider some further developments of its
Forecasting and Policy System. Alternative interest
rate reaction functions and alternative interest
rate paths could be used and presented system-
atically to the MPC [Monetary Policy Committee]
to provide a larger menu of policy choices for
discussions and consideration.”
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5 VOLATILITY FROM
INSTRUMENT RULES?

We now turn to our main analytical discus-
sion. Svensson’s subsection 5.5 expresses sharp
and specific disagreement with a crucial argument
made by McCallum (1999, p. 1493) and McCallum
and Nelson (2000a) concerning the relationship
between targeting and instrument rules. In partic-
ular, these two papers argue that an instrument
rule can be written so as to entail instrument
responses that would tend to bring about the satis-
faction of any specific target rule (which usually
amounts to a first-order condition for the maxi-
mization of the central bank’s objective function).
By increasing the response coefficient attached to
the discrepancy between the relevant prevailing
conditions and the desired first-order condition,
the average discrepancy can be made arbitrarily
small.’® Thus, in a sense, one can accomplish with
an instrument rule anything that can be accom-
plished with a specific targeting rule, according
to our argument. Svensson (p. 461) has objected
to this argument, however, on the grounds that
“this is a dangerous and completely impracticable
idea. It is completely inconceivable in practical
monetary policy to have reaction functions with
very large response coefficients, since the slightest
mistake in calculating the argument of the reaction
function would have grave consequences and
result in extreme instrument-rate volatility.” A
similar objection is expressed by Svensson and
Woodford (2005).

Our intuition was that embedding a first-order
condition in an instrument rule with a large but
finite reaction coefficient (such as u, below) would
typically entail less-severe instrument movements
than would imposition of the relevant specific
targeting rule, because the latter is equivalent to
use of an “infinite” reaction coefficient. In other
cases, large u, values might entail somewhat
greater interest volatility, but in such cases the
magnitude of this volatility would approach that
obtained with the targeting rule as u, grows with-
out bound. It is important to note that—in contrast

6 The sign of the response coefficient must, of course, be appropriate—
so that policy is tightened when aggregate demand needs to be
reduced, etc.
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to Svensson’s suggestion on p. 461—we actually
do not recommend the adoption of a large reaction
coefficient; see McCallum and Nelson (2000a,
pPp- 20-24). Our point, instead, is that an instru-
ment rule with a large reaction coefficient is less
open to Svensson’s objection than is its associated
specific targeting rule. In our paper (2000a) we
did not, however, explore the effects of mistakes
in calculating the argument of the reaction func-
tion. In the following paragraphs we shall, accord-
ingly, investigate the validity of Svensson’s
conjecture.

For this exercise, suppose initially that the
economy is represented by the following model,
which is a version of the neo-canonical specifi-
cation used by Bullard and Mitra (2002), Clarida,
Gali, and Gertler (1999), Jensen (2002), Woodford
(1999, 2003), McCallum and Nelson (1999b,
2000a), and many others:

(1) x,=Ex,,,+B, (jt _Etnt+1)+nt’ B,<0

(2) m,=a.,x,+0Ex,  +¢,. o,>0,0<6<1

Here, x, is the output gap, 7, is the inflation rate,
0is a discount factor, and i, is the one-period
nominal interest rate. Equation (1) is the now-
familiar expectational IS function and (2) is the
Calvo price-adjustment relation—both consistent
under well-known assumptions with optimizing
behavior by individuals in the economy (e.g.,
Woodford, 2003).

Supposing that the central bank wishes at ¢
to minimize the loss function”

Et27:051' (nHjZ + AXH].Z),

the optimum first-order condition in the absence
of commitment is 7, = (/e )x,, or

(3) m, +(Aa,)x,=0.18

This is the specific targeting rule that is implied
for this model, assuming the absence of commit-
ment, by Svensson’s approach. The corresponding

17 Up to a scaling term, this is the same objective function as in
Svensson (2003), whose notation we follow.

18 See the papers cited in the previous paragraph.
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instrument rule proposed in McCallum and
Nelson (2000a) is

(4) i, =(1- ,uz){F S AINEA (/l/ax)xt]} + i, .,

where I is the average long-run real rate of inter-
est. The term ', which is included along with =,
so as to express (4) in a Taylor-style form, is nor-
malized to zero by expressions (1) and (2). For
present purposes the interest-rate-smoothing
coefficient, u,, may also be set equal to zero,
yielding i, = m, + [, + (A/ ot ) x,].

To incorporate mistakes of the type contem-
plated by Svensson, we modify (3) and (4) to
become

(3) m+ (Mo, )x, +e,=0

iy =(1- ,uZ){F S [nt +(Mo, )x, + et]} + Uy,

where e, represents a stochastic mistake term.
We have included the same mistake term, e,, in
both the targeting and instrument rules, a step
that seems necessary to provide a reasonable basis
for comparison. Because the issue is whether use
of an instrument rule (with a large u, parameter)
leads to excessive variability (when there are
policy errors) in comparison with the correspon-
ding targeting rule, it would make no sense to
omit the errors from the targeting rule.

In our experiments, we shall treat e, as a first-
order autoregressive (AR(1)) process—usually as
white noise—with AR parameter p, and innova-
tion w, (standard deviation o). Various values for
o, and p, are considered. Behavioral parameter
values for the model are taken to be 8, =-0.5,

o, =0.03, and 6 = 0.99. Also, the stochastic shock
term, 1, in (1) includes a term, y, - E,y,,,, where
v, 1is log potential output. This term forms part of
n—in addition to a white noise preference shock,
vi—because (1) and (2) are expressed in terms of
the output gap rather than output. The natural rate
value, ¥, is assumed to follow a first-order auto-
regressive process with AR parameter 0.95 and
innovation standard deviation 0.007. The white
noise preference shock has standard deviation
0.02, and the shock term, ¢,, in the price adjust-
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ment equation (2) is taken to be white noise with
standard deviation 0.005. For the results given
hereafter, the value of the central bank preference
parameter, A, is set at 0.1.

We begin by reporting in Table 1 results of
using different values for the feedback parameter
U, (setting u, = 0 here and in subsequent cases).
The first column of results pertains to the u, value
of 0.5, as suggested by Taylor (1993). Successive
columns then use values of 5.0 and 50.0. Finally,
the last column includes results for “u, = «,”
that is, for the targeting rule (3). In each cell, two
values are reported. The first is the unconditional
expected value of the loss function, which is (with
0=10.99) 100 times the unconditional expectation
of the single-period loss. The second is the stan-
dard deviation of i,, the interest rate instrument.
These values are based on analytical expressions
for the unconditional variances of r,, x,, and i,
implied by the model-plus-rule systems.

The first row of cells in Table 1 gives results for
the reference case in which there is no e, mistake
term. The pattern is similar to those in McCallum
and Nelson (2000a, Table 4) in that the value of
the loss function with the instrument rule (4")
approaches the value with the target-rule first-
order condition (3’). Here, however, the i, standard
deviation values are also reported. Not surpris-
ingly, they also show the instrument rule values
approaching the targeting rule value smoothly as
u, grows without bound. In the second row, the
mistake or error term, e, is included as white noise
with a standard deviation of 0.002. With this small
variability, the results are not much affected. Then,
in the third row, the standard deviation of e, is
increased to a magnitude that is similar to that of
the other model shocks. Nevertheless, there is
again no tendency in this case for the large u,
values to generate poor performance. Indeed, the
variability of i, is slightly smaller, with u, = 50,
than with the targeting rule holding exactly. (The
same remains true if we set ¢, = 500.) For more-
stringent tests, we increase the standard deviation
of the error term by a factor of ten in the fourth
row and then, in the fifth row, revert to 0.02 for
the innovation standard deviation but with an
autoregressive parameter of p, = 0.8. In both cases,
the standard deviation of the interest rate increases
slightly as we switch from a large 1, coefficient
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Table 1
Results with Model (1)-(2), Discretionary Policy, 1 = 0.1

Instrument rule (4) Instrument rule (4) Instrument rule (4) Target rule (3")

Uy =0.5 Uy =5.0 Uy =50 U=

o,=0.0 3.70 2.52 2.48 2.48
p.=0.0 0.0191 0.0360 0.0397 0.0402
o, = 0.002 3.70 2.53 2.48 2.48
p.=0.0 0.0191 0.0360 0.0397 0.0402
o,=0.02 3.77 2.81 2.83 2.83
p.=0.0 0.0198 0.0375 0.0414 0.0419
o,=0.20 11.02 30.93 37.31 38.16
pPe=10.0 0.0572 0.1121 0.1240 0.1255
o,=0.02 4.42 3.58 3.58 3.59
p. = 0.80 0.0192 0.0361 0.0398 0.0403

NOTE: Entries are loss times 103 and standard deviation of i,.

Table 2
Results with Model (1)-(2), Timeless Perspective Policy, 1 = 0.1

Instrument rule (6) Instrument rule (6) Instrument rule (6) Target rule (5)

1y =0.5 1y =5.0 Uy =50 U=

o,=0.0 11.26 2.83 2.30 2.31
p.=0.0 0.0336 0.0403 0.0401 0.0401
o, = 0.002 11.27 2.86 2.34 2.33
p.=0.0 0.0336 0.0403 0.0401 0.0401
o,=0.02 11.71 5.99 5.88 5.92
p.=0.0 0.0337 0.0403 0.0401 0.0401
o,=0.20 55.62 319.47 359.99 364.75
p.=0.0 0.0449 0.0417 0.0428 0.0430
o,=0.02 54.37 60.70 59.17 59.05
p. = 0.80 0.0396 0.0463 0.0460 0.0460

NOTE: Entries are loss times 10% and standard deviation of i

value of 50 in the instrument rule to the analogous
targeting rule.

Table 2 repeats the same experiments as in
Table 1, but with the first-order targeting rule and
its analogous instrument rule pertaining to policy
behavior of the “timeless perspective” type of
commitment, rather than discretion.!9 In this case,
the optimality condition is

19 This is the type of rule recommended by Woodford (1999, 2003)
and by Svensson and Woodford (2005).

FEDERAL RESERVE BANK OF ST. LOUIS REVIEW

(5) m, +(),/06X)(Xt —XH)+et =0
and the analogous instrument rule (with u, = 0) is
(6) i,=T+m, +:ul|:n-t+(2’/(xx)(xt_xt—l)+etj|

when the mistake terms, e,, are included. Here
the values and patterns are quite different from
those in Table 1, but the same finding vis-a-vis
Svensson’s conjecture is obtained. There is, in
other words, no tendency for large i, values in

SEPTEMBER/OCTOBER 2005 605



McCallum and Nelson

(5) to lead to high i, volatility or to poor perform-
ance, in comparison with the specific targeting
rule results of condition (6).

Thus, there appears to be little to choose from
between targeting rules and instrument rules on
the criteria of interest rate volatility and welfare
performance; consistently, the results obtained
from targeting rules emerge as a limiting case of
those obtained from instrument rules. Two other
criteria that we have not considered here for dis-
criminating between policy rules are whether the
rule produces a determinate and learnable rational
expectations equilibrium. Other work, however,
suggests that these criteria do not appear to provide
grounds for favoring targeting rules over instru-
ment rules. Studying these issues with a basic
canonical model and no policy mistakes, Evans
and Honkapohja (2004, p. 19) find that instrument
rules of the kind studied in this section “lead to
both determinacy and stability under learning.”

6 MODEL WITH PREDETERMINED
OUTPUT AND INFLATION

There are various modifications to the model
(1)-(2) that could be examined?? to determine
whether the foregoing results obtain generally,
but one in particular is of special relevance. This
modification stems from recognition that the
examples in Svensson’s (2003) paper are worked
out in terms of models (pp. 432-35) in which
agents’ actions in period t have no effect on out-
put or inflation until period {+1. Accordingly, we
now modify our model (1)-(2) so as to possess that
property. Thus, consider the following specifica-
tion, in which symbols are the same as previously
noted?*:

(7)
=E_x.,+B, ( oaly — By 1nt+l)+nt’ B. <0
(8)

r,=oE, x,+0E, 7,  +€

i tE.  0,>0,0<6<1

20 We have verified that inclusion of serial correlation in the g shock
process does not alter our basic result.

21 I . . . .
Our specification is equivalent to Svensson’s, in which t+1 is used
wherever we use t, etc.
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Here we have used the law of iterated expecta-
tions, for example, E, ,(E,X,,,) =E, | X,,,. With
this modification, the optimal dlscretlonary first-
order condition imposed in period t—that is, the
specific targeting rule—becomes

(9) E,7,,, +(/a, )Ex

t+1 t+1 =

instead of (3). (See Svensson, p. 452.) Accordingly,
the implied instrument rule with 1, =0 and r =0 is

(10) i, =E,_7, +u,[E_ 7, +(A/e, )E_x, .

Again the relevant experiment, designed to com-
pare these two approaches in the presence of
policy mistakes, entails specifications with ran-
dom error terms included in both rules. The model
to be solved, then, consists of equations (7), (8),
and either

(11) E_ 7 +(Ajo,)E,_x,+e_ =0
or
(12) i, =E,_m, + 1, [EHﬂt + (/’L/ax)Et—l‘Xt + eH].

Here the random mistake terms are dated t—1 so
as to respect the notion that output and inflation
in t are predetermined.

Before turning to more-complex cases, we
consider an analytical solution for the simple
special case in which discretion obtains and the
three disturbance terms are all white noise. Then
the minimum state variable solution to the system
(7), (8), and (11) is of the form

(13a) Tty = ¢y1& + 0,1 + 0106, 4
(13b) X = 00 + Oyl + 0558, 4
(13c) I, = @30 € + P, + P58, .

With this specification, we have E, 7, = ¢,,€,_,,
E, 17, =0,E,_,x,= ¢3¢, ,,and E, ;x,,, = 0.
Undetermined coefficient calculations then
yield ¢;; =1, ¢, =0, ¢y = -0, /oy, + (A )], ¢, = 0,
$p =1, 0p3 =—1/lot, + (At )], ¢5, =0, ¢5, = 0, and
¢y =—1/B, [, + (A x,)].

For comparison, we need to solve with the
instrument rule (12) in place of the targeting rule
(11). The solution is again of the form (13), and
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Table 3

Results with Model (7)-(8), Discretionary Policy, 1 = 0.1

Instrument rule (12)

Instrument rule (12)

Instrument rule (12) Target rule (11)

Uy =0.5 Uy =5.0 Uy =50 U=
0,=0.0,p,=0.0 7.03 6.99 6.99 6.99
p.=0.0 0.0025 0.0022 0.0021 0.0021
0,=0.02, p,=0.0 7.10 7.27 7.34 7.35
p.=0.0 0.0060 0.0108 0.0119 0.0121
0,=02p,=0.0 14.4 35.4 41.8 42.7
p.=0.0 0.0539 0.1061 0.1175 0.1189
c,=0.02, p,=0.0 772 779 780 780
p.=09 0.0841 0.0847 0.0848 0.0849
0,=0.02 p,=0.38 773 780 780 780
p.=09 0.0840 0.0841 0.0841 0.0841

NOTE: Entries are loss times 103 and standard deviation of i,.

Table 4

Results with Model (7)-(8), Timeless Perspective Policy, 1 = 0.1

Instrument rule (15)

Instrument rule (15)

Instrument rule (15) Target rule (14)

Uy =0.5 Uy =5.0 Uy =50 U=
0,=0.0,p,=0.0 8.58 7.01 6.99 6.99
p.=0.0 0.0058 0.0025 0.0022 0.0021
0,=0.02, p,=0.0 9.02 10.2 10.6 10.6
p.=0.0 0.0065 0.0027 0.0026 0.0026
0,=02,p.=0.0 52.9 324 365 369
p.=0.0 0.0304 0.0113 0.0152 0.0156
o,=0.02, p,=0.0 446 308 306 306
p:=09 0.0392 0.0098 0.0128 0.0131
0,=0.02 p,=0.38 488 362 360 360
p.=09 0.0444 0.0249 0.0260 0.0261

NOTE: Entries are loss times 103 and standard deviation of i,.

now the undetermined coefficient calculations

yield ¢, =1, ¢,, =0, ¢,3 = o, B.11,/[1 = (1 + ), B,
- Bl, ¢,1=0, ¢y, =1, ¢py = B,/ [1 - (1 +
po B — (Ala B, ¢51 =0, ¢5, =0, and @55 = 1,/
[1-01+u)oB.—(A/a)u,B,] > 0. Then to compare
the variability of i, under the two types of policy
behavior, we need only to calculate the magnitude
of ¢,, for the two cases, since Var(i)) = ¢,,2 0,2 in
both cases (where o, denotes the standard devia-
tion of e,). But with y, > 0, it is just a matter of
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algebra to verify that ¢, is smaller in the second
case (i.e., the instrument rule). So again we find
that mistakes involving the first-order optimality
condition are less serious (in terms of interest
rate variability) when the instrument rule, rather
than the corresponding targeting rule, is used.
Also, it is straightforward to verify that, as 1, — o,
the instrument rule expression for ¢,, approaches
the targeting rule expression.

The case just examined is, however, exces-
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sively special. Indeed, inspection of the solutions
given above shows that, for the discretionary case
with all white noise shocks, there is no effect of
different u, values on the mean value (uncondi-
tional expectation) of the objective function. In
other words, with no source of serial correlation in
the model, and with the existence of an informa-
tion lag, the discretionary policy rule has no stabi-
lizing properties for 7, and x, in the model (7)-(8).
Thus we need to consider cases with autocorre-
lated disturbances and/or with timeless perspec-
tive optimization. For the latter case we find, from
Svensson’s equation (5.28), that the relevant target-
ing and instrument rules are, respectively,

(14) E,_,m, + (Ao )[E,_,x, —E,_,x

t-2 t—l:l +e_,=0

and

(15)

1t=

E 7+ 1y I:Et—lﬂt + (;L/ax )(Et—lxt —E x4 ) €, J

In Tables 3 and 4 we report numerical results
with the model (7)-(8). Again we report standard
deviations based on analytical covariances. In
most of the cases, the standard deviation of the
innovations to the policy errors is kept at 6, = 0.02.
In Table 3, which pertains to discretionary behav-
ior, the policy specifications are (11) and (12) for
the targeting and instrument rules, whereas, in
Table 4, with timeless perspective behavior, the
relevant rules are (14) and (15). In both tables the
first three rows apply to cases with white noise
shocks, so we see that, as in the analytical solution
just given, policy activism is not helpful in achiev-
ing policy objectives. Indeed, when policy errors
are included, as in rows 2 and 3, the activist rules
tend to be harmful. This should not be greatly
surprising, because there are no general optimality
results pertaining to the formulations being con-
sidered. In the final two rows of each table, seri-
ally correlated shocks are present, however, so
policy activism can potentially be helpful.??
Indeed, in Table 4 we see that larger values of u,
lead to reduced values of the loss function.

%2 Where autocorrelation is included in the g process, the innovation
variance is kept at 0.0052.
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Be that as it may, with regard to the issue at
hand the results are clear-cut: There is no ten-
dency for the variability of i, to grow alarmingly
with large values of u,. Indeed, in most cases the
variability of i, is smaller with large values of u,
used in the instrument rule than it is with the
associated specific targeting rule. In addition, the
results provided by the targeting rules (11) and
(14) are, as before, very closely approximated by
those of the instrument rules (12) and (15) for
large values of u,.

7 CONCLUSION

Svensson (2003) argues strongly that general
and specific targeting rules, which amount to
commitments to specified objective functions
and first-order conditions (respectively), are nor-
matively superior to instrument rules for the con-
duct of monetary policy. By contrast, we suggest
that it is unhelpful, terminologically, to refer to
“general targeting rules” as policy rules and that,
substantively, their adoption is either innocuous
or else represents a departure from transparency.
Most of the present paper’s discussion is focused,
accordingly, on specific targeting rules—i.e., the
first-order optimality conditions implied by the
combination of a specific objective function and
a specific model. We argue in Section 2 of this
paper that a key problem with targeting rules is
that they are inevitably fine-tuned to the model
chosen to describe private sector behavior; so,
they may perform poorly in the event that the
chosen model is misspecified. In that respect,
instrument rules, which may rely on more-generic
properties of models used for monetary policy
analysis, may be preferable.

Svensson’s argument that, instead, specific
targeting rules are superior to instrument rules
is based largely on four main objections to the
latter plus a claim concerning the relative interest-
instrument variability entailed by the two
approaches. Our Section 3 considers the four
objections in turn and advances arguments that
contradict all of them. Then, in the paper’s analyt-
ical sections (5 and 6), we demonstrate that the
variability claim is incorrect for a neo-canonical
model and also for a variant with one-period-
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ahead plans used by Svensson, providing that the
same decisionmaking errors are relevant under
the two alternative approaches.

We suggest, then, that despite its large quantity
of meticulous analysis, Svensson (2003) does not
develop any compelling reasons for preferring
targeting rules over instrument rules, from a nor-
mative perspective. We also suggest, regarding
the positive perspective, that no actual central
bank has expressed explicitly the magnitude of
objective function parameters that are essential
for the utilization of a targeting rule.
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Targeting versus Instrument Rules
for Monetary Policy:
What Is Wrong with McCallum and Nelson?

Lars E.O. Svensson

In their paper “Targeting versus Instrument Rules for Monetary Policy,” McCallum and Nelson
critique targeting rules for the analysis of monetary policy. Their arguments are rebutted here.
First, McCallum and Nelson’s preference to study the robustness of simple monetary policy rules
is no reason at all to limit attention to simple instrument rules; simple targeting rules may have
more desirable properties. Second, optimal targeting rules are a compact, robust, and structural
description of goal-directed monetary policy, analogous to the compact, robust, and structural con-
sumption Euler conditions in the theory of consumption. They express the very robust condition
of equality of the marginal rates of substitution and transformation between the central bank’s target
variables. Indeed, they provide desirable micro foundations of monetary policy. Third, under
realistic information assumptions, the instrument rule analog to any targeting rule that McCallum

and Nelson have proposed results in very large instrument rate volatility and is also, for other

reasons, inferior to a targeting rule.

Federal Reserve Bank of St. Louis Review, September/October 2005, 87(5), pp. 613-25.

1 INTRODUCTION

y good friends Ben McCallum and

Ed Nelson have written a paper,

McCallum and Nelson (2005), with
arguably a somewhat destructive purpose. They
attempt to contradict the arguments in favor of
targeting rules, rather than instrument rules, in
positive and normative analysis of monetary
policy that I have presented in Svensson (2003b)
and previous papers (for instance, Svensson, 1997
and 1999). In their concluding section, they sug-
gest that Svensson (2003b) “does not develop any
compelling reasons for preferring targeting rules
over instrument rules.” They seem to believe that
the concept of targeting rules is unnecessary and
that instrument rules are all that is needed in
monetary policy analysis.

In their struggle against targeting rules, how-
ever, McCallum and Nelson seem to face an uphill
battle. There is now a rapidly growing literature by
many authors that successfully applies targeting
rules to monetary policy analysis. This literature
includes recent contributions by Benigno and
Benigno (2003), Benigno and Woodford (2004a,b),
Cecchetti (1998, 2000), Cecchetti and Kim (2004),
Evans and Honkapohja (2004), Giannoni and
Woodford (2003a,b and 2004), Kuttner (2004),
Mishkin (2002), Onatski and Williams (2004),
Preston (2004), Walsh (2003 and 2004a,b),
Woodford (2004), and others. In the first drafts of
Woodford’s (2003) book, there were no targeting
rules; in the final, published version, targeting
rules are prominent. In 1998, at a distinguished
National Bureau of Economic Research (NBER)
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conference on monetary policy rules (Taylor,
1999), Rudebusch and Svensson (1999) was the
only paper to use targeting rules; in 2003, at an
equally distinguished NBER conference on infla-
tion targeting (Bernanke and Woodford, 2004),
several papers used targeting rules and no paper
used a simple instrument rule as a model of infla-
tion targeting. A Google search with the string
“targeting rules” AND monetary’ gave about 1,700
results in April 2004, about 2,100 in August 2004,
and about 5,700 in June 2005. There are, hence,
more papers than mine—indeed, some books—
that McCallum and Nelson may want to take
issue with.!

To be clear: An instrument rule is a formula
for setting the central bank’s instrument rate as a
given function of observable variables. A simple
instrument rule makes the instrument rate a simple
function of a few observable variables. The best-
known example of a simple instrument rule is
the Taylor rule, where the instrument rate is a
linear function of the inflation gap (between infla-
tion and an inflation target) and the output gap
(between output and potential output). Another
example is a formula for adjusting the monetary
base proposed by McCallum (1988) and Meltzer
(1987).2

A (specific) targeting rule specifies a condition
to be fulfilled by the central bank’s target variables
(or forecasts thereof). A real-world example of a
simple targeting rule is the one that has been
applied by the Bank of England, Sweden’s
Riksbank, and the Bank of Norway (Goodhart,
2001; Svensson, 2003a; Svensson et al., 2002):
The two-year-ahead inflation forecast shall equal
the inflation target. More precisely, the instrument
rate shall be set such that the two-year-ahead

1 Sims (1980) and Aizenman and Frenkel (1986) provide early dis-
cussions of targeting rules (the former without using the term).

Svensson (2005) provides a compact and general definition of
targeting rules and instrument rules. An explicit instrument rule
is an instrument rule where the instrument is a function of prede-
termined variables only. An implicit instrument rule is an instru-
ment rule where the instrument is related to a non-predetermined
variable. An implicit instrument rule is an equilibrium condition,
where several variables are simultaneously determined. This makes
the practical implementation of implicit instrument rules more
complicated than that of explicit instrument rules (see footnote 12).
Any given equilibrium is consistent with a continuum of implicit
instrument rules.

614 SEPTEMBER/OCTOBER 2005

inflation forecast equals the inflation target.? An
optimal targeting rule is a first-order condition
for optimal monetary policy. But, importantly,
not all targeting rules are optimal targeting rules.*

McCallum and Nelson explain that “we are
more attracted to analysis with instrument rules
than with targeting rules” (p. 598). They imply
that the main reason is that “an attractive approach
to policy design...is to search for an instrument
rule that performs at least moderately well—
avoiding disasters—in a variety of plausible
models” (p. 599). Thus, McCallum and Nelson
are attracted to simple and robust instrument
rules; they agree with Svensson (2003b) that a
complex optimal instrument rule is not practical.
The idea of a robust and simple instrument rule
is further developed in McCallum (1988 and 1999).

A simple and robust monetary policy rule is
indeed an attractive idea. There is always some
uncertainty about the true model of the transmis-
sion mechanism of monetary policy, and monetary
policy is always conducted under considerable
uncertainty of different kinds. A simple and robust
monetary policy rule gives the central bank an
option that it can fall back on in difficult times.
A central bank that knows nothing except current
inflation and some estimate of the current output
gap can always fall back on a Taylor rule. If the
bank does not trust its information about inflation
and the output gap, but data on monetary aggre-
gates are more easily accessible or more reliable,
the central bank can fall back further on Friedman’s
rule of k-percent money growth.

But several facts stand in the way of McCallum
and Nelson’s attraction to simple instrument rules.
First, the fact is that nothing says that a simple
and robust monetary policy rule must be an
instrument rule. For instance, Friedman’s k-percent
rule is a targeting rule! The k percent refers to a
broad monetary aggregate, such as M2 or M3.

3 Strangely, McCallum and Nelson seem to believe that no central

bank is using a targeting rule and that a central bank needs to
announce an explicit loss function to use a targeting rule. Obviously,
neither of these beliefs is correct, as this paragraph shows.

Although McCallum and Nelson seem to want to restrict the dis-
cussion of targeting rules to optimal targeting rules, that makes no
more sense than to restrict the discussion of instrument rules to
optimal instrument rules.
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This is an (intermediate) target variable, not an
instrument. It reacts with a lag of a quarter or so
to changes in the central bank’s instrument (the
instrument rate or the monetary base). The way
to implement Friedman’s k-percent rule, then, is
to make forecasts of broad money growth for the
next quarter and set the instrument such that the
one-quarter-ahead money-growth forecast equals
k percent (Svensson, 1999). Thus, the targeting
rule: “Set the instrument such that the forecast
of money growth equals k percent.”® The simple
monetary policy rule used by the Bank of England,
the Riksbank, and the Bank of Norway—already
mentioned above—is also a targeting rule. Walsh
(2004b) has recently demonstrated an equivalence
between the robust-control policies of Hansen
and Sargent (2003 and 2005) and the optimal tar-
geting rules derived by Giannoni and Woodford
(2003a,b).6

Second, the fact is that central banks normally
do not use the fallback options of the simple
instrument rules of Taylor or McCallum and
Meltzer or even the simple targeting rule of
Friedman'’s k percent. With improved understand-
ing of the transmission mechanism of monetary
policy, increased experience, and better-designed
objectives for monetary policy, central banks
believe that they can do better than follow these
mechanical simple rules. They have developed
complex decision processes, where huge amounts
of data are collected, processed, and analyzed

® Abroad monetary aggregate such as M2 or M3 is to a large extent

endogenously determined by demand and supply of broad money
and an endogenous multiplier between broad money and the mone-
tary base. It reacts with a lag of a quarter or so to central bank adjust-
ments of the instrument rate or the monetary base and is subject
to various intervening shocks during that lag. Hence, the central
bank does not have complete control over broad money; therefore,
itis not an instrument of monetary policy. Even if the money growth
forecast is on target, actual money growth will ex post deviate from
k percent due to unanticipated shocks and imperfections in the
forecasts.

In some of the literature mentioned above, the instrument rate is
also a target variable (that is, an argument of the loss function). In
such cases, the instrument rate appears in the targeting rule, and
the targeting rule is also an implicit instrument rule. Some of the
literature, for instance, Walsh (2004b), follows Giannoni and
Woodford (2003a,b) and frequently refers to such targeting rules
as instrument rules, which is a source of some confusion. A good
test of whether a rule is fundamentally a targeting rule or an instru-
ment rule is to let the weight on the instrument rate in the loss
function go to zero. If the instrument rate then vanishes from the
rule, it is better to call it a targeting rule.
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(see Brash, 2001, and Svensson, 2001). They con-
struct forecasts of their target variables, typically
inflation and the output gap, conditional on their
view of the transmission mechanism, their esti-
mate of the current state of the economy and the
development of a number of exogenous economic
variables, and alternative instrument rate paths.
They select and implement an instrument rate or
an instrument rate path such that the correspon-
ding forecasts of the targeting variables “look good”
relative to the objectives of the central bank. I have
called this monetary policy process “forecast tar-
geting.” It is a decision process and implementa-
tion of monetary policy that is very different from
the mechanical application of the simple instru-
ment rules that McCallum and Nelson favor.
Advanced central banks attempt to do better, to
fulfill their objectives as well as possible, to opti-
mize. [ am advocating targeting rules as a better
way to describe and prescribe this kind of mone-
tary policy than the simple instrument rules. Tar-
geting rules are one way to make the “look good”
concept precise. Bernanke (2004) endorses this
view of practical monetary policy, although he
uses the term “forecast-based policies” rather than
“forecast targeting.””

Third, since central banks in a number of
countries have developed this approach of fore-
cast targeting to monetary policy (essentially the
implementation of inflation targeting that started
in a few countries in the early 1990s and has since
spread to a large number of countries), the mon-

7 McCallum and Nelson note (in Section 4) that many central bank

publications refer to simple instrument rules. But this merely
demonstrates how the concept of simple instrument rules has
previously dominated the monetary policy debate (for instance,
as noted, in Taylor, 1999). It does not imply that central banks
conduct monetary policy by implementing simple instrument rules.
They also note that the Reserve Bank of New Zealand (RBNZ) has
used a particular instrument rule in generating forecasts in the so-
called Forecasting and Policy System (Black et al., 1997). But, as far
as I know, the instrument path generated by the instrument rule is
subject to considerable judgmental adjustment, especially for the
first few quarters. Furthermore, the instrument rate path and the
inflation and output gap forecasts generated can be seen as reference
paths and forecasts, used as an input in the policy decision, in the
same way other central banks use forecasts conditional on a constant
interest rate. They are not necessarily the central bank’s optimal
instrument rate plan and optimal inflation and output gap forecasts
(although I am advocating improvements in that direction; see
Svensson, 2001, 2003a). Thus, the RBNZ’s use of an instrument rule
in generating its forecasts does not imply that the RBNZ is actually
following that instrument rule in setting its instrument rate.
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etary policy outcome in those countries has been
extremely good. The past decade has seen unprece-
dented monetary and real stability with low infla-
tion in a number of countries. This makes it even
more important, I believe, to develop the tools and
definitions through which this kind of monetary
policy can be best understood.?

McCallum and Nelson have one somewhat
constructive contribution in their paper. They
provide further analysis of the proposition, pre-
viously put forward in McCallum (1999, p. 1493)
and McCallum and Nelson (2000), that there is a
useful instrument rule analog, with a very large
response coefficient, to any targeting rule. In par-
ticular, they maintain that this large response
coefficient, counter to what is argued in Svensson
and Woodford (2005), Svensson (2003b), and, in
arelated case, in Bernanke and Woodford (1997),
does not imply higher volatility of the instrument
rate, even if the central bank makes some realistic
errors in determining the arguments for the instru-
ment rule. However, as we shall see, under reason-
able information assumptions, McCallum and
Nelson are wrong. A large response coefficient
does indeed make the instrument rate very volatile.
Only under very strange information assumptions
is there no extra volatility. Even if they were right
on this volatility issue, there still seems to be no
point to their proposed instrument rule analog.
As we shall see, it simply adds unnecessary com-
plexity to the monetary policy rule for no apparent
gain. It is conceptually and numerically inferior
to the targeting rule, and it is not neutral from a
determinacy point of view. In summary, the idea
of instrument rules with very large response
coefficients is both impractical and pointless.

Section 2 shows a useful analogy between the

8 McCallum and Nelson disagree with my statement that one of the

problems with a commitment to an instrument rule as a description
and prescription of monetary policy “is that a commitment to an
instrument rule does not leave any room for judgmental adjustments
and extra-model information” (Svensson, 2003b, p. 442). They state
(on p. 600): “This claim is difficult for us to understand, since there
seem to be various ways in which judgmental adjustments to instru-
ment rule prescriptions could be made. For example, the interest
rate instrument could be set above (or below) the rule-indicated
value when policymaker judgments indicate that conditions, not
adequately reflected in the central bank’s formal quantitative
models, imply different forecasts and consequently call for addi-
tional policy tightening (or loosening).” McCallum and Nelson
seem to believe that a commitment is consistent with discretionary
adjustments, an obvious contradiction.
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development of Euler conditions as structural
descriptions of consumption choice in the theory
of consumption and the development of targeting
rules as a structural description of monetary policy
in the theory of monetary policy. Section 3 gives
an example of an optimal targeting rule and dis-
cusses some of its properties, including its robust-
ness. Section 4 shows that the instrument rule
analog proposed by McCallum and Nelson indeed
brings high instrument rate volatility under rea-
sonable information assumptions. Section 5 dis-
cusses McCallum and Nelson’s criticism of my
definition of “general” targeting rules. I concede
that another term, Walsh’s (2003) “targeting
regimes,” may be preferable. Consequently, in
future work, I am inclined to use the term “target-
ing regime” rather than “general targeting rule”
and to let “targeting rules,” as in this introduction,
refer to what I have also called “specific” targeting
rules.

2 AN ANALOGY WITH
CONSUMPTION THEORY

To view the issue of targeting rules versus
instrument rules from a broader descriptive per-
spective, it is useful to compare this issue with
the modeling of consumption in macroeconomics.
Several decades ago, it was common to model
consumption in period t, C, as a given function
of income, Y/, the real rate of interest, R,, and
possibly other variables,

(1) C,=f(R.Y,...).

In the past 25 years, especially after Hall
(1978), it has become common to model consump-
tion as fulfilling an Euler condition—a first-order
condition for optimal consumption choice, which,
for an additively separable utility function of a
representative consumer, has the simple form,

5UC(Ct+1): 1
‘ Us(C,) 1+R’

(2)

Here, the left side of (2) is the representative
consumer’s expected marginal rate of substitution
of period-t consumption for period-¢ +1 consump-
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tion (0 < 6 < 1 is a discount factor and U,(C,)
denotes the marginal utility of consumption).
The right side is the consumer’s marginal rate of
transformation of period-t +1 consumption into
period-t consumption, when the consumer can
borrow or lend; that is, the period-t consumption
value of consumption in period t +1. A loglinear
approximation to (2) is

(3) ¢ =Ct+l|t_o-(rt_p)’

where ¢, = InC,, ¢,,,,, = E,c,,,, ois the intertem-
poral elasticity of substitution, r, = In(1 + R,) is
the continuously compounded real interest rate,
and p = —Ind > 0 is the rate of time preference.

As is well known, a serious problem with
modeling consumption as a given consumption
function is that this function is not a structural
relation but a reduced form. Its properties and
parameters depend on the whole model of the
economy, including the existing shocks and their
stochastic properties, the monetary and fiscal
policy pursued, and so forth.

In contrast, the consumption Euler condition
(2) or (3) is more structural, independent of the rest
of the model, and independent of the monetary
and fiscal policy pursued. It is a robust, compact,
and therefore practical description of optimizing
consumption behavior. Indeed, this development
of a more microfounded modeling of consumption
is an integral part of the rational expectations
revolution in macroeconomics.

The consumption function can be seen as
an instrument rule for consumption behavior,
whereas the Euler condition (2) or (3) can be seen
as a targeting rule for consumption. When I argue
for the adoption of targeting rules rather than
instrument rules in modeling monetary policy, I
am arguing for a development in the theory of
monetary policy that already happened, a long
time ago, in the theory of consumption.

McCallum and Nelson are attracted to model-
ing monetary policy with instrument rules rather
than targeting rules also for descriptive purposes
(see Section 4). If they were consistent, they
should also prefer to model consumption with
consumption functions rather than Euler condi-
tions. But they are not consistent. Indeed, it is a
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great irony that one of McCallum and Nelson’s
important contributions to macroeconomics is
precisely the introduction of Euler conditions in
modeling aggregate demand (for instance, in
McCallum and Nelson, 1999) and, with other
New Keynesian pioneers, the use of a condition
such as (3) to derive the New Keynesian aggregate-
demand relation.

Do McCallum and Nelson really believe that
a modern central bank is less rational and goal-
directed and a worse optimizer than the average
consumer? At least they must admit that policy-
makers in modern central banks have the advan-
tage above the average consumer of being advised
by a staff with an increasing number of Ph.D.
economists with training in modern macroeco-
nomics and intertemporal optimization. Indeed,
an increasing proportion of policymakers them-
selves are Ph.D. economists with such training!

A structural description of consumption
choice is essential in estimating meaningful and
robust empirical representations of consumption
behavior. In the same way, a structural description
of monetary policy is essential in estimating mean-
ingful and robust representations of monetary
policy—for instance, parameters of a monetary
policy loss function. Furthermore, a structural
description of consumption choice is essential
in generating correct predictions in macro models
of the consequences of changes in the policy
regime. In the same way, a structural description
of monetary policy is essential in generating cor-
rect predictions in macro models of consequences
of changes in the monetary policy regime (in the
form of changes in parameters of the monetary
policy loss function), changes in the fiscal policy
regime, changes in the policy regime of other coun-
tries, or other changes in the relevant economic
or political environment.?

Indeed, microfoundations of policy are often
as helpful as microfoundations of private sector
behavior.

9 See Benigno and Benigno (2003) and Svensson (2004) for examples

of the use of targeting rules in discussing international monetary
cooperation and transmission of shocks.
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3 AN EXAMPLE OF AN OPTIMAL
TARGETING RULE

To present an example of a targeting rule, let
me consider a variant of the New Keynesian
model, a variant used in Svensson and Woodford
(2005) and Svensson (2003b), where inflation and
the output gap are predetermined.'® This variant
will also be used in discussing McCallum and
Nelson’s instrument rule analog in Section 4.

Private sector “plans” made in period ¢ for
inflation and the output gap in period t+1, «,, |,
and x,,,,, are determined in period t by

(4)

)™ E[”t] = 6(”t+2|t_ E[”t]) + aXXt+1|t+ CZae

— —_ 7 — — ¥
(5) Xt+1|t_Xt+2|t ﬁr(1t+l|t nt+2|t rt+1|t)+ﬂzzt+1|t'

The aggregate-supply relation, (4), follows
from the first-order condition for Calvo-style profit-
maximizing price-setting firms. The firms are
assumed to index prices to the long-run average
inflation, E[r,], between the times of optimal price-
setting, which implies that the long-run Phillips
curve is vertical. The parameter 6 (0 <6< 1) isa
discount factor, and «, > 0 is the slope of the short-
run Phillips curve. The expression ¢, z,,, is the
inner product of a vector of coefficients, ¢, and
a vector of exogenous random variables, z,,, (the
“deviation” in period t +1), such that a,z,,, is a
simple representation of the difference between
this simple model and the true model of the trans-
mission mechanism. The deviation may also
include any “cost-push” and other shocks. Then,
Z,,11; = E,z,,,, where E, denotes expectations
conditional on information available in period t,
is the private sector’s estimate of the deviation—
the private sector’s “judgment” in period t. Thus,
the one-period-ahead inflation plan depends on
expected future inflation, r,,, , = E,x,,,, the output
gap plan, x,,,,,, and the private sector judgment,

Ziit

0A predetermined variable depends on the current period’s realiza-
tions of exogenous variables and previous periods’ realizations of
endogenous and exogenous variables. Equivalently, a predetermined
variable has exogenous one-period-ahead forecast errors (cf. Klein,
2000).
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The aggregate-demand relation, (5), follows
from the first-order condition for optimal con-
sumption choice by households. Here, i,,, is the
instrument rate set by the central bank in period
t+1, r;,, is an exogenous Wicksellian natural
interest rate (the real interest rate in a hypothetical
flexible-price economy with zero deviation), and
B.1is a positive constant (in the simplest case, the
intertemporal elasticity of substitution in con-
sumption). Thus, the one-period-ahead output
gap plan depends on the expected future output
gap, x,,,,» the expected one-period-ahead real
interest-rate gap, i,,,; — M, — I't+1 > and the pri-
vate sector judgment, z,, ,,, (through the inner
product f,z,,,,,).

Actual inflation and the output gap in period
t +1 will then differ from the plans because of
unanticipated shocks to the deviation and natural
interest rate:

T =™ Myt = & (Zt+1 - Zt+l|t)’

Xeyr ~ Xt = B, (I‘t”;l - rt*+1|t) P, (Zt+1 - Zt+1|t)'

Suppose the central bank conducts flexible
inflation targeting and has an intertemporal loss
function in period t,

o

(6) E > (1-8)5°L, .,

7=0

where the period loss is
7) L =%[(n’t—ﬂ:*)2+;txt2},

where 7" is the inflation target and A > 0 is the
weight on output gap stabilization relative to
inflation stabilization.

An equilibrium that minimizes the central
bank’s intertemporal loss function (under commit-
ment in a timeless perspective) will fulfill the
first-order condition

. A
(8) = +a_X(Xt+l|t_Xt|tl)=O

for all periods t (Svensson and Woodford, 2005,
and Svensson, 2003b). This condition is the central
bank’s optimal targeting rule for private sector
inflation and output gap plans.

Thus, optimal price-setting and consumption
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choice by the private sector is described by the
first-order conditions (4) and (5), and optimal
monetary policy is characterized by the first-order
condition (8), the central bank’s targeting rule.
The behavior of the agents of the model—the firms,
the households, and the central bank—are each
described by a first-order condition, an attractive
symmetry. The central bank’s targeting rule is a
robust, compact, and, therefore, practical way to
describe the optimal monetary policy. In particu-
lar, it is robust to the central bank’s estimate of the
deviation—the central bank’s “judgment”—and
any additive shocks and their stochastic proper-
ties, in the sense that neither the judgment nor any
shocks enter into the targeting rule. The targeting
rule (8) is a structural representation of monetary
policy to the same extent that the aggregate-supply
and aggregate-demand relations are structural
representations of private sector behavior.

As discussed in some detail in Svensson
(2003b), the optimal targeting rule is simply, and
fundamentally, a restatement of the standard
efficiency condition of equality between the
marginal rates of substitution and transformation
between the target variables. The target variables—
the variables that enter into the loss function—
are inflation and the output gap. The marginal
rate of substitution between inflation and the
output gap follows from the form of the loss func-
tion, including the relative weight, 4. The marginal
rate of transformation between inflation and the
output gap follows from the form of the aggregate-
supply relation, including the slope of the short-
run Phillips curve, a,. Thus, these two parameters
appear in the targeting rule. Because the marginal
rate of transformation between inflation and the
output gap is completely determined by the
aggregate-supply relation, the aggregate-demand
relation and its parameters do not affect the target-
ing rule; the targeting rule is, in this case, robust
to the aggregate-demand relation.

Thus, fundamentally, the optimal targeting rule
is simply the very robust and intuitive relation

MRS = MRT,

where MRS and MRT refer, respectively, to the
marginal rates of substitution and transformation
between the target variables. This relation holds
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regardless of the particulars of the model and is,
in this sense, model independent. Consider the
following instruction: “From your loss function,
find the marginal rate of substitution between your
target variables. From your view of the transmis-
sion mechanism of monetary policy, find your
marginal rate of transformation between the target
variables. Find and implement an instrument rate,
or instrument rate plan, that makes these marginal
rates of substitution and transformation equal.
Optimal monetary policy is, in principle, as easy
as that.” What more robust description of optimal
monetary policy can you find?

The optimal equilibrium can be solved for
by combining the targeting rule, (8), with the
aggregate-supply relation, (4). This results in a
second-order difference equation that can be
solved for the optimal inflation and output gap
plans. Substitution of these plans into the
aggregate-demand relation, (5), gives the corre-
sponding optimal instrument rate plan. Svensson
and Woodford (2005) and Svensson (2003b) dis-
cuss in some detail how the central bank can
implement (8) for private sector plans by “forecast
targeting”—constructing and announcing inflation
and output gap projections and a corresponding
instrument rate plan that “look good” in the sense
of fulfilling the analog of (8) for inflation and
output gap projections. McCallum and Nelson
do not go into those details.

4 VOLATILITY FROM
INSTRUMENT RULES?

Instead, McCallum and Nelson provide a
more precise analysis of their previous claim (in
McCallum, 1999, p. 1493, and McCallum and
Nelson, 2000) that there is a useful instrument
rule analog of any targeting rule. They discuss
two alternatives: The central bank implements a
targeting rule, such as (8), directly; and the central
bank replaces the targeting rule (8) with an instru-
ment rule such as

(9)

A

1 —_— *— = —_— * — —

L= T ﬂ:t+1|t_'u|:ﬂt+l|t a +a (Xt+1|t Xt|t—1) ’
X
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where u is a large positive number. The idea with
(9) is that, for a large u, there would be an equi-
librium fulfilling (4), (5), and (9), where the term
in the bracket on the right side of (9) is close to
zero and the instrument rate on the left side is
close to the optimal instrument rate. Therefore,
this instrument rule would result in an equilib-
rium close to the optimal equilibrium.

This is indeed the case, under some circum-
stances. But what is the point with McCallum and
Nelson’s instrument rule? First, for any finite y, the
corresponding equilibrium is no longer optimal
but only close to optimal. Everything else equal,
optimal is better. Second, equation (9) is a more
complex equilibrium condition than (8). Every-
thing else equal, simplicity is better than complex-
ity. Third, the targeting rule (8) has the attractive
conceptual property of corresponding to a stan-
dard efficiency condition, the equality of the mar-
ginal rates of substitution and transformation
between the target variables. The instrument rule
(9) has no such intuitive interpretation. Hence,
there is a conceptual disadvantage to (9). Fourth,
it is no longer possible to solve for the optimal
inflation and output gap plans by combining (9)
only with the aggregate-supply relation, (4).
Because the instrument rate enters, (9) must now
be combined also with the aggregate-demand
relation, (5), leading to a higher-order system of
difference equations. Hence, there is a computa-
tional disadvantage to (9).11 Fifth, as discussed
in some detail in Svensson and Woodford (2005),
modifying targeting or instrument rules in this
way often affects the determinacy properties of
forward-looking models and is therefore not
innocuous.

Finally, as pointed out in Svensson and
Woodford (2005) and Svensson (2003b), a high
response coefficient, u, can lead to instrument
rate volatility under realistic information assump-
tions of some central bank mistakes or even just
rounding errors. From a practical perspective, a

1 More precisely, (8) can be combined with only (4) to solve for the
optimal inflation and output gap plans. These can then be substi-
tuted into (5) to find the optimal instrument rate. If (9) is used
instead of (8), it has to be combined with both (4) and (5) to solve
for the optimal inflation and output gap plans.

620 SEPTEMBER/OCTOBER 2005

very high response coefficient is a bizarre idea
and would cause serious problems, except under
very strange circumstances, as we shall see.

Thus, for several reasons, the instrument
rule (9) is inferior to the targeting rule (8). I have
not found any arguments by McCallum and
Nelson in favor of (9). McCallum and Nelson
might have thought that (9) would be easier to
implement than (8). But a more precise discussion
of the implementation reveals that this is not so:
Aside from the issue of volatility, they are equally
difficult or easy to implement.?

To examine the case of central bank mistakes,
McCallum and Nelson consider the targeting rule
with a random error, e,,

LA
(10) Ty +a—(xt+1|t—xt|H)+et=O,
X

and the alternative instrument rule,

(11)

1t+1 =

*
r +nt+1|t+'u ﬂt+1|t

-+ aiX(XHllf_ Xt|t—1) te

We can (in a simpler discussion of implemen-
tation than in footnote 12) interpret the instrument
rule as the central bank attempting to observe pri-
vate sector plans r,,,,and x,,,,in period t, using
its previous observation of x,,,_, in period -1, to
calculate the expression

' The instrument rule (9) is an implicit instrument rule, meaning
that it is an equilibrium condition, where the variables on the right
side depend on the instrument rate; there is a simultaneity aspect
that needs to be handled. In contrast, an explicit instrument rule
makes the instrument a function of predetermined variables, which
are hence independent of the instrument. Hence, the implementa-
tion of an explicit instrument rule is simply a matter of observing
the predetermined variables and calculating and announcing the
corresponding instrument value. Implicit instrument rules and
targeting rules are both equilibrium conditions, with variables that
are simultaneously determined. Hence, their implementation is
different from, and more complicated than, that of an explicit instru-
ment rule. As discussed in detail in Svensson and Woodford (2005)
and Svensson (2003b), their implementation requires the central
bank to use its model of the transmission mechanism, make pro-
jections of the variables included in the target rule or implicit
instrument rule, and find the combination of instrument and target-
variable projections that fulfill the target rule or implicit instru-
ment rule. Announcing these projections and implementing the
instrument rate path will then induce the private sector to behave
according to the desired equilibrium.
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X
for use in (9). In doing this, the central bank
introduces a random error, e,.

McCallum and Nelson then actually calculate
the rational expectations equilibrium under the
implicit assumption that the error, e,, is immedi-
ately observed and known to both the central bank
and the private sector in period t, before the instru-
ment rate i, , is announced. Suppose that the error
is positive, e, > 0. Everything else equal, it would
raise the instrument rate by ue, > 0, where u is a
large number. The private sector, realizing this,
immediately responds by lowering their inflation
and output gap plans, «,,,,and x,, ,,,, according
to (4) and (5). Indeed, the private sector is assumed
to instantaneously adjust their plans so as to bring
about the rational expectations equilibrium for a
known error, e,. Furthermore, the central bank is
then assumed to observe the adjusted plans, and
then calculate and implement the equilibrium
instrument rate according to (11). The result is
that the equilibrium instrument rate increases by
much less than ue,. Indeed, with a large u, (10) is
approximately fulfilled, so the equilibrium result-
ing from (11) ends up being similar to the equi-
librium resulting from (10) (disregarding any
determinacy issues). In particular, the error intro-
duces no more volatility for the instrument rule
(11) than for the targeting rule (10).

But the idea that the central bank and the
private sector immediately observe the error in
period tis strange, to say the least. If the central
bank observes the error, why does it not immedi-
ately correct the sum (12) so as to eliminate the
error and instead implement (9) without any error?

Assume, more realistically, that the error is
not immediately observed by the central bank or
the private sector. Instead, the private sector first
forms its plans under the assumption of an
expected central bank error equal to zero (assum-
ing that the error is i.i.d. and has a zero mean).
The central bank then imperfectly observes those
plans, introduces the (measurement) error, and
announces the corresponding instrument rate, i, ,,
for period t +1. Assume, realistically, that the
instrument rate can be announced only once in
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each period. In this case, the error hits the instru-
ment rate with the full force of ue,. If the private
sector knows its own plans and how the central
bank calculates the instrument rate, the private
sector will be able to infer the error when it learns
1,,,. If the announcement is early—in period ¢
rather than in period t + 1—the private sector may
be able to adjust its plans after the announcement,
and the error will have an impact on the plans. If
the announcement is late—in period t + 1—the
private sector plans cannot be adjusted and the
plans for inflation and the output gap are unaf-
fected by the error. But, in either case, the error
still affects the instrument rate with the full magni-
tude ue,. Under this realistic information assump-
tion of the error not being immediately observed
by the central bank and the private sector, a large u
will indeed introduce high volatility of the instru-
ment rate, precisely as argued in Svensson and
Woodford (2005) and Svensson (2003b). Central
bankers, beware of McCallum and Nelson’s
instrument rule!

Even something as trivial as a small rounding
error could be problematic. Suppose that the
central bank rounds off its calculation of (12) to
one decimal percentage point—that is, 10 basis
points. This would introduce a uniformly distrib-
uted absolute error with a mean of 2.5 basis points.
With u = 50, the corresponding mean absolute
error of the instrument rate is 125 basis points—
a sizeable error, especially because instrument
changes are seldom larger than 50 basis points.
In real-world monetary policy, the error, e,, could
be substantially larger—say, a mean absolute
error of 50 basis points (0.5 percent) or more.
With u = 50, this would lead to a huge mean
absolute instrument rate error of 2,500 basis points
or more.

McCallum and Nelson (2005) defend their
informational assumptions by pointing out, in
their reply (“Commentary,” pp. 627-31), that
Svensson and Woodford (2005) and Svensson
(2003b) make information assumptions that imply
that any error would be immediately revealed. But
Svensson and Woodford (2005) and Svensson
(2003b) do not attempt to provide any detailed
discussion of such central bank errors and related
realistic information assumptions. This detail is
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provided here, instead. One might have wished
that McCallum and Nelson would have considered
more realistic information assumptions on their
own, because these assumptions are so crucial to
their proposition. Indeed, realistic assumptions
completely contradict their proposition.

Thus, the criticism in Svensson and Woodford
(2005) and Svensson (2003b) of McCallum and
Nelson’s proposed instrument rule stands up to
scrutiny: An instrument rule such as (9) with a
very large response coefficient is a purely aca-
demic construction and completely impractical
for any real-world monetary policy. The first five
items in the list in the beginning of this section
provide additional reasons why such instrument
rules are inferior to targeting rules.

5 GENERAL TARGETING RULES?

The discussion here has so far concerned
“specific” targeting rules, in the terminology of
Svensson and Woodford (2005) and Svensson
(2003b). Those papers also define “general” target-
ing rules for monetary policy as an operational
formulation of the objectives for monetary policy—
for instance, in the form of listing the target vari-
ables and the corresponding target levels and
specifying the loss function to be minimized.
McCallum and Nelson clearly find this definition
confusing and not useful. My idea behind the
definition is that the instruction to “specify your
loss function in an operational way, construct fore-
casts of the target variables, and select and imple-
ment an instrument rate or an instrument rate path
such that the forecasts minimize the loss function”
is such a specific instruction to a central bank that
it deserves to be called a “rule,” in the common
(and dictionary, see Merriam-Webster, 1996) sense
of arule being “a prescribed guide for conduct or
action.”?3 Perhaps it would have been better, and
caused less confusion, to refer to this as “general
targeting” instead of a “general targeting rule.”14

13 This is the idea behind the word “rule” in the title of Svensson
(1999), “Inflation Targeting as a Monetary Policy Rule.”

1t should not be necessary to state that “targeting,” in the sense of

“achieving a target,” is best seen as equivalent to minimizing a
loss function that is increasing in the deviation between the target
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Walsh (2003) uses the term “targeting regime,”
which arguably is better.1®

The idea with a particular terminology and
particular definitions is, of course, that it shall
contribute to more useful and precise discussion
and analysis. I am inclined to concede that the
term “general targeting rule” has not been success-
ful and that Walsh’s term “targeting regime” is
better. Consequently, I am inclined to use that
terminology in the future and to let “targeting
rules” refer only to what I have previously called
“specific” targeting rules.16

6 CONCLUSION

Counter to what McCallum and Nelson seem
to take as granted, there is no reason at all to limit
a study of robust simple monetary policy rules
to instrument rules; simple targeting rules may
have more desirable properties. Furthermore,
targeting rules are a compact, robust, structural
and, therefore, practical representation of goal-
directed monetary policy. From a descriptive

variables and the target levels. That is, targeting and target variables
refer to a loss function to be minimized and the arguments in that
loss function. Previously, the literature has, by “targeting variable
X,” sometimes meant putting variable X in the instrument rule. To
avoid confusion, it is better to call this “responding to variable X.”
Generally, the best way to target variable X, in the sense of minimiz-
ing a loss function increasing in deviations of variable X from its
target level, is to respond, in the explicit instrument rule, to all the
determinants of variable X. Even if inflation and the output gap are
the only target variables, there are usually many more variables
determining future inflation and the output gap, and it is optimal
to respond to all of those. Generally, the mapping from a loss func-
tion to the optimal reaction function, the optimal explicit instru-
ment rule, is quite complex, and the response coefficients of the
optimal explicit instrument rule are complicated and sometimes
nonmonotonic functions of the parameters of the loss function and
the whole model. The size of the response coefficient of a variable
is not an indicator of the weight of the variable in the loss function.

151 any case, there is always a close relation between a (specific)

targeting rule in the form of some scalar expression T\(7,,x,) = 0
and a loss function of the form L, = [T,(n,,x,)]?, because the former
is a first-order condition for a minimum of the latter.

'® For a situation when a commitment to an optimal (specific) targeting

rule is not possible, Svensson and Woodford (2005) and Svensson
(2003b) discuss a “commitment to continuity and predictability,”
which involves minimizing the central-bank loss function while
taking into account the cost of deviating from previously announced
forecasts. This will make optimization under discretion result in
the optimal outcome under commitment. Strangely, McCallum and
Nelson describe this mechanism that induces the central bank to
keep previous promises as “the central bank describing its objectives
dishonestly to the public” (p. 598).
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point of view, they amount to the same develop-
ment in the theory of monetary policy as the
consumption Euler conditions in the theory of
consumption. Optimal targeting rules express the
intuitive optimality condition of equality between
the marginal rates of substitution and transforma-
tion of the target variables. They provide micro-
founded monetary policy, in the same way Euler
conditions provide microfounded private sector
behavior. Regardless of McCallum and Nelson’s
skepticism in McCallum and Nelson (2005), tar-
geting rules for the analysis of monetary policy
have arrived and are, as indicated by the long list
of papers and books mentioned in the introduc-
tion, likely to stay. In particular, McCallum and
Nelson’s proposed instrument rule analog to any
targeting rule will, under realistic information
assumptions, lead to very high instrument rate
volatility; for other reasons, it is also inferior to
the targeting rule.
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Commentary

Bennett T. McCallum and Edward Nelson

The following are comments in response to Lars Svensson’s “Targeting versus Instrument Rules
for Monetary Policy: What Is Wrong with McCallum and Nelson?”

Federal Reserve Bank of St. Louis Review, September/October 2005, 87(5), pp. 627-31.

e are very pleased that Lars
Svensson refers to us as “good
friends,” for we certainly view
him in that manner. We therefore
regret that we have little agreement with the
manner in which he has represented the argu-
ments in our paper (McCallum and Nelson, 2005).
To begin with, to characterize our paper as
“destructive” is, we believe, not justified by the
content of the paper. One of its main purposes
is to recognize and emphasize that there is no
single approach to policy rule analysis that is
uniquely legitimate; targeting rules are appropri-
ate and convenient for some problems, whereas
instrument rules are for others. That this is our
position should be clear from our previous writ-
ings, from the explicit passage on our page 598,
and from the fact that over half of our paper—
Sections 5 and 6—is devoted to analysis show-
ing that instrument rules can be used to approx-
imate targeting rules as closely as desired. In
what sense is any of this “destructive,” rather
than merely expressing a somewhat different,
more eclectic, approach to policy rule analysis?
Also, to suggest that we are engaged in a “struggle

! “It is not our intention to argue that analysis with instrument rules
is in all respects preferable to the use of targeting rules. Even if we
held that belief, moreover, we would not think it socially desirable
for all researchers to employ the same approach.”

against targeting rules” is to suggest something
that we could not imagine that Lars would
believe, especially because we use targeting rules
in our own work—e.g., McCallum and Nelson
(2004) and Jensen and McCallum (2002).

On his p. 613, Svensson emphasizes that
“there is now a rapidly growing literature by
many authors that successfully applies targeting
rules to monetary policy analysis” and hints that
historical inevitability is on his side (page 613,
paragraph 2). We agree that an increasing fraction
of monetary policy rule analysis is based on tar-
geting rules, but this fact does not settle any of
the actual issues. In Svensson’s passages, for
example, there is a good bit of appealing rhetoric
but no indication of how a study is judged to be
“successful.” Besides, there are many types of
contemporary phenomena that seem inevitable
yet highly undesirable.

In his footnote 3, Svensson says that we “seem
to believe that no central bank is using a targeting
rule and that a central bank needs to announce
an explicit loss function to use a targeting rule,”
which he denies. But in this regard, it is impor-
tant to note that our paper interprets a targeting
rule as definitionally given by optimality condi-
tions with respect to a particular objective func-
tion and particular model. Our justification for
this stated limitation is based on Svensson’s

Bennett T. McCallum is a professor of economics at Carnegie Mellon University and a research associate of the National Bureau of Economic
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practice as well as his several writings on the
subject prior to his Journal of Economic Literature
paper (2003a). It is adopted explicitly in our
paper—see footnote 6.

INVALID ANALOGY WITH
CONSUMPTION THEORY

In his Section 2, Svensson makes the observa-
tion, with which we agree fully, that it is desirable
to model consumption decisions—and, for that
matter, all other private sector spending and pric-
ing decisions—as reflecting optimizing behavior
by private agents in the economy. But Svensson’s
conclusions about the implications of this obser-
vation for modeling central bank behavior consti-
tute a non sequitur. Dynamic general equilibrium
theory implies that valid policy analysis—for
example, working out the implications for infla-
tion or output gap variability of a particular
monetary policy rule—always requires modeling
the private sector as optimizing. By contrast, how
central bank behavior should be modeled depends
on the purpose of the analysis. If the intention is
to work out the effects of a constant money growth
rule, then the central bank should be modeled as
following a constant money growth rule. If the
intention is to work out the effects of a fixed
exchange rate regime, the central bank should be
modeled as pursuing a fixed exchange rate. And
if the intention is to work out the effects of the
regimes that we observe in practice, the analyst
should strive to model central bank behavior
realistically.

Svensson, of course, argues that the most
realistic characterization of inflation targeting is
as a targeting rule. We have presented evidence
that casts doubt on this characterization and have
argued that an instrument rule characterization
of actual central bank behavior is preferable. To
emphasize, we argued that this was a valid charac-
terization of the manner in which some inflation-
targeting central banks actually carried out their
policy decisions. We rested our argument not on
the “descriptive” grounds Svensson attributes to
us—i.e., on the ex post reduced-form relationships
between the monetary policy instrument and
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other variables—but on documentation produced
by these inflation-targeting central banks of their
practices and on the support that that evidence
provides for an instrument rule interpretation of
policy.? If our claim is valid, then the appropriate
means of carrying out a structural analysis of infla-
tion targeting is to use a model that combines the
private sector’s optimality conditions with an
instrument rule (possibly including expectational
terms) estimated over the period of inflation target-
ing. There is no internal inconsistency, or irony,
in following this procedure. Rather, the procedure
takes into account the necessary condition for a
valid structural model (i.e., private sector optimiz-
ing behavior), while also using the policy rule
specification that is the best approximation of
actual practice.

FRIEDMAN'’S k-PERCENT RULE

In his latest discussion, Svensson goes beyond
his argument that targeting rules closely describe
the practice of inflation-targeting central banks,
to claim that even “Friedman’s k-percent rule is
a targeting rule!” (2005, p. 614). A more careful
consideration of Friedman’s own description of
his proposed rule, however, rules out a targeting
rule interpretation.

Svensson argues that, because Friedman'’s
proposal involves targeting growth in a definition
of the money supply that includes commercial
bank deposits, the targeted variable is necessarily
out of direct control of the central bank. Therefore,
he contends, the effort of the central bank to target
a monetary aggregate can be characterized as a
targeting rule. But the specifics of Friedman’s
proposal clearly contradict targeting rule practice.
Consider first the specific proposal for the k-
percent money growth rule outlined in Friedman

% This documentation included evidence that inflation-targeting

countries viewed discretionary adjustments to policy as adjust-
ments to the settings implied by an instrument rule. The implica-
tion of this for our discussion of Svensson is that, contrary to the
suggestions of Svensson (2003a), central banks’ use of “judgment”
is not evidence in favor of targeting rules over instrument rules as
a characterization of inflation targeting. Svensson’s (2005) footnote 8
muddies the waters by focusing on the discretion-vs.-commitment
issue rather than the targeting-vs.-instrument rules issue that is at
the heart of our debate.
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(1960). The 1960 proposal included a list of
reforms to be undertaken prior to implementing
the rule, including the introduction of 100 percent
reserve requirements on those commercial banks
whose deposits were included in the proposed
target aggregate. This reform would make the
target identical to the monetary base—immediately
making the k-percent rule an instrument rule.
More frequently, Friedman has set out a k-
percent money growth proposal without suggest-
ing the major overhaul of the financial system
implied by a 100 percent reserve requirement. In
that case, the definition of money targeted, if it
includes commercial bank deposits, will not be
subject to exact central bank control. Does this
rule proposal correspond to a targeting rule?
Clearly not. Consider the following specifics of
the proposal as given by Friedman (1982, p.117):

Set a target for several years ahead for a single
aggregate—for example, M2 or the base...

Estimate the change over an extended
period, say three to six months, in the Fed’s
holdings of securities that would be necessary
to approximate the target path over that period.
Divide that estimate by 13 or 26. Let the Fed
purchase precisely that amount every week...

Finally, announce in advance and in full
detail the proposed schedule of purchases and
stick to it.

Friedman’s proposal here refers to targeting
either “M2 or the base.” The latter again corre-
sponds simply to a constant-growth instrument
rule for the base. In the case of M2 targeting,
denoting the log of the money multiplier by
mu = log (M2) — h, with h the log of the monetary
base, this rule is given by Ah, = (k/400) — 1.0
E, ,Amu,, that is, a simple instrument rule with
an intercept term and one further argument, the
expected change in the money multiplier.? Impor-
tantly, Friedman’s proposal explicitly specifies
the policy instrument (the monetary base) with

% Note that Friedman (1982) explicitly disavows using period-t

information in pursuing the monetary target. His proposal there-
fore cannot correspond to a targeting rule because an optimal-
control approach to targeting M2 would utilize period-t information
helpful in hitting the target. Friedman is clearly willing to forfeit
possible extra precision in hitting the target in favor of making the
target one that can be pursued by a fully predictable instrument
rule for the monetary base.
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which to pursue the target. A targeting rule, by
contrast, generally does not explicitly refer to the
policy instrument.

While we disagree with Svensson’s character-
ization of Friedman’s rule, his surrounding discus-
sion does indicate that his perspective is coming
closer to ours. Whereas Svensson once devoted
considerable effort to arguing that “[ilnflation-
targeting central banks should specify explicit
loss functions...[including] a specific relative
weight on output-gap stabilization” (Svensson,
2003b, p. 148), Svensson (2005) goes so far as to
say that a “simple and robust monetary policy
rule is indeed an attractive idea,” especially if
the central bank “does not trust its information
about...the output gap” and in light of uncertainty
about “the true model of the transmission mech-
anism of monetary policy.” These are, of course,
long-standing arguments of those who argue for
instrument rules. A targeting rule is hardly an
ideal way of treating these problems. The lack of
information about the output gap that Svensson
acknowledges would make it hard for central
bank committee members to settle on a way of
estimating the gap, let alone follow the Svensson
(2003b) proposal of announcing a welfare function
with an explicit output gap weight. Proceeding
with such an announcement in the face of uncer-
tainty about the output gap would hardly be the
way to create a “robust” rule and so would be
unattractive by Svensson’s own standard. As we
emphasized in McCallum and Nelson (2005), the
more general dilemma for targeting rules is that
they are especially vulnerable to robustness prob-
lems because of their model dependency. Levin
and Williams’s (2003) results graphically depict
the bloodbath that can result from imposing target-
ing rules derived from one model specification
on models that come from other areas of the
specification space.

VOLATILITY ANALYSIS

Let us now consider Svensson’s discussion
of our analytical contribution concerning interest
rate variability. We are, of course, quite pleased
that he acknowledges that our claims regarding
volatility are correct, under the information
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assumptions utilized in Svensson (2003a) and
Svensson and Woodford (2005). We had been
under the impression that these assumptions
reflected careful consideration, as is typically the
case in the work of both Svensson and Woodford.
But now Lars goes on to propose new assumptions
as representing “realistic” information conditions.
We find the particulars of his specification to be
unclear—e.g., concerning “early” versus “late”
in a given time period and especially the notion
that the central bank would “observe” its own
error; so, rather than attempting a new discussion,
let us state our position regarding information
assumptions that we believe to be appropriate
for monetary policy analysis. In previous work
(e.g., McCallum and Nelson, 2004), we have sug-
gested that, when setting i, (the one-period instru-
ment interest rate in period t), the central bank
does not know the values of r, or x, (the inflation
rate and output gap, respectively, during period
t). Let us now provisionally agree with Svensson
that private agents also do not know r, or x, when
making decisions in period t. But they do know
i, for financial market prices are observable day
by day (or hour by hour), so i, rather than E,_,i,
appears in equation (7). Then, under the assump-
tion of rational expectations and with common
information sets—except that private agents do
not know e,_,, the central bank error made in set-
ting i—private agents will be able to infer e, ;
from the central bank’s policy rule together with
the specification of the economy using equation
(12) or (15). Therefore, expectations formed in
period ¢ of any variable for period t or the future
will be the same for the central bank and private
agents. The foregoing is, however, equivalent to
the assumption used in our paper (as well as in
Svensson, 2003a, and Svensson and Woodford,
2005). So the analysis as presented in our Section 6
seems to be realistically appropriate, as well as
consistent with the two just-cited papers.

In the section of his comment that discusses
volatility, Svensson also presents five claims
(“first,” “second,” etc.) that are logically irrelevant
to the discussion—of course his equation (9) is
an approximation to (8)!—except for the fourth
item. This one is basically incorrect, however,
because to implement Svensson’s (8) requires
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use of his (5); the function of (9) in this context
is to constitute one way of implementing (8).

CONCLUSION

In conclusion, we note that on p. 621
Svensson warns as follows: “Central bankers,
beware of McCallum and Nelson’s instrument
rule!” But the rule he is referring to—with a very
large value of u,—is one that we say (explicitly)
that we have not recommended (please see our
discussion on p. 603). It was used in our 2004
paper as an implementation device; in our current
paper, it serves to illustrate our analytical claim,
namely, that our instrument rule (actually, class
of rules) is usually superior in performance, with
respect to Lars’s own criterion, to the targeting
rule that it approximates.

Finally we turn to Svensson’s featured ques-
tion: “What is wrong with McCallum and Nelson?”
In terms of personal characteristics, we would
admit to a multitude of flaws, weaknesses, and
fundamental defects. In terms of the arguments
of our paper, however, we believe that the correct
answer is: “Nothing.”
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The Monetary Instrument Matters

William T. Gavin, Benjamin D. Keen, and Michael R. Pakko

This paper revisits the debate over the money supply versus the interest rate as the instrument of
monetary policy. Using a dynamic stochastic general equilibrium framework, the authors examine
the effects of alternative monetary policy rules on inflation persistence, the information content
of monetary data, and real variables. They show that inflation persistence and the variability of
inflation relative to money growth depend on whether the central bank follows a money growth
rule or an interest rate rule. With a money growth rule, inflation is not persistent and the price
level is much more volatile than the money supply. Those counterfactual implications are elimi-
nated by the use of interest rate rules whether prices are sticky or not. A central bank’s use of
interest rate rules, however, obscures the information content of monetary aggregates and also
leads to subtle problems for econometricians trying to estimate money demand functions or to
identify shocks to the trend and cycle components of the money stock.

Federal Reserve Bank of St. Louis Review, September/October 2005, 87(5), pp. 633-58.

entral banks around the world have

long settled on the use of interest rates

as instruments to implement monetary

policy; but, until recently, there was
no sound theory supporting this choice. The
intuition for why interest rate rules dominate is
straightforward in a world with sticky prices and
interest-elastic money demand (see boxed insert).
When the demand for real money balances is
interest elastic, any shock that affects the path
for expected inflation or the real interest rate
causes money demand to shift. When the central
bank follows a money growth rule, this shift
causes the price level to jump. If price adjustment
is costly, this jumping can create real distortions.
When the central bank follows an interest rate
rule, on the other hand, the money stock is
endogenous and absorbs the adjustment. The
central bank can accommodate this jump in the
money stock almost instantaneously and with
little cost.

This article explains the theory behind this
intuition by comparing and contrasting the proper-
ties of four monetary general equilibrium models.
The four models differ along two dimensions: the
monetary authority’s policy rule and the nature
of price adjustments. We examine two monetary
policy rules—an exogenous money growth rule
and an interest rate rule based on Taylor (1993)—
and two price adjustment mechanisms—flexible
prices found in a typical real business cycle (RBC)
model and sticky prices found in a typical New
Keynesian model. The closest work to this article
is Kim (2003), which looks at how the cyclical
nature of the real economy depends on the speci-
fication of the policy rule and the form of the
nominal frictions. The author concludes that get-
ting the policy rule right is at least as important
as getting the nominal frictions right. Our paper
emphasizes the behavior of money and prices,
but also reports results for real variables that are
consistent with Kim’s findings.
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MONEY DEMAND AND INTEREST RATE RULES

The intuition for the difference between an interest rate and a monetary aggregate instrument
can be gleaned from the analysis of money demand in Friedman (1969). The demand for real money
balances is a function of a scale variable, such as income, and an opportunity cost variable, such
as the nominal interest rate, such that MP/P, = H(Y,,R,). Panel A in the accompanying figure is based
on Figure 3 from Friedman’s illustration of the response of money demand and the price level fol-
lowing the central bank’s surprise decision to permanently raise the money growth trend (inflation)
from zero to a positive number—that is, 2 percent in Panel A. The money supply and the price
level are indexed to 100 and remain fixed before the policy change. With the 2 percent rise of
inflation, the nominal interest rate rises by 2 percent and the demand for money drops immediately.
Because the central bank has exogenously fixed the money growth rate, the price level must rise
to accommodate the fall in real balances. In an economy where the long-run expected inflation
trend is subject to shocks, the inflation rate is highly variable relative to the money growth rate.

Panel B illustrates what happens if the central bank uses the interest rate as the monetary
policy instrument. In that case, the credible announcement of 2 percent inflation requires raising
the nominal interest rate target by 2 percent. The increase also leads to an immediate drop in the
demand for real money balances. With a nominal interest rate rule, however, the money supply
is endogenous and inflation is fixed by the policy rule. It is the money stock, rather than the price
level, that responds by shifting downward to clear the money market. Hence, in an economy with
stochastic inflation and an interest rate rule for monetary policy, the money growth rate is much
more variable than the inflation rate. That result is consistent with our observations from modern
economies where central banks generally use the nominal interest rate to implement policy.

(]
Figure B1
Monetary Policy Rules and a Change in the Inflation Target
A. Money Growth Rule* B. Interest Rate Rule*
Log P, Log M Log P Log M
61 61
5.89 = Money 5.84 = Money
5.69 = = Price Level 5.69 = = Price Level -~
5.4 5.4
5.2 5.21
59 59
4.89 4.84
4.6 4.6
4.44 4.4
424 421
‘e 4 v — v
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95100

*There is a shift from 0 to 2 percent in the inflation objective in period 50.
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Early dynamic stochastic general equilibrium
models that featured money as the policy instru-
ment also included flexible prices—and hence
implied small effects of monetary shocks on real
variables and unrealistically high price-level vari-
ability with low inflation persistence; examples
include Cooley and Hansen (1989, 1995), Lucas
(1990), Fuerst (1992), and Christiano and
Eichenbaum (1992). Later, models with sticky
prices came to dominate the literature; Cho and
Cooley (1995), Kimball (1995), King and Wolman
(1996), and Yun (1996) are representative of this
approach.?

Kimball (1995), for example, examined a
sticky-price model that assumed a constant veloc-
ity of money and an exogenous money supply
rule. This article demonstrates that two distinct
elements omitted from Kimball’s model are crucial
for understanding price dynamics. The first is an
interest-sensitive money demand function, and
the second is a monetary policy reaction function
based on an interest rate rule. King and Wolman
(1996) present a model with a shopping-time role
for money demand that is interest elastic, but most
of their analysis assumes that the central bank
either controls inflation directly or follows an
exogenous money growth rule. They include
only a very brief analysis of money growth rules
versus interest rate rules.

We extend the methodology of King and
Wolman (1996) to analyze more thoroughly the
important distinctions between flexible-price
and sticky-price models on the one hand and
between interest rate rules and money supply
rules on the other. Even though central banks do
not use money growth rules in practice, we com-
pare that regime to interest rate regimes because
much of our conventional wisdom about money
and monetary policy comes from analysis using
models with money growth rules. We also empha-
size a distinction between the steady-state inflation

1 See Dittmar, Gavin, and Kydland (2005) and Dressler (2003) for

recent examples with flexible-price models with interest rate rules.
Ireland (2003) examines the role of policy in estimated versions
of both flexible- and sticky-price models.

See also influential papers by Ireland (1996), Rotemberg and
Woodford (1997), and McCallum and Nelson (1999). This basic
sticky-price model is developed rigorously by Woodford (2003,
Chap. 3).
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rate and the inflation target. Historically, most
central banks have not had constant inflation
targets, but their targets evolve over time. Here
the expected inflation target converges to the
steady state in the long run, but it can deviate for
a considerable period. Consequently, we consider
two types of policy shocks: a highly persistent
inflation target shock and a relatively short-lived
liquidity shock.

THE MODEL

In this model framework, agents are infinitely
lived. Households get utility from consumption
and leisure but need to spend time shopping for
consumption goods; they can reduce the shopping
time for a given level of consumption by holding
higher money balances. The interest elasticity of
money demand is a key parameter for determining
the nature of inflation dynamics. Households
consume a composite good that is a combination
of outputs from monopolistically competitive
firms. Sticky prices are introduced using a Calvo
(1983) specification that allows for the possibility
of perfect price flexibility as a nested special case.?
Thus, it is straightforward to hold all other model
features constant when comparing sticky-price
and flexible-price specifications. Monetary policy
is conducted through lump-sum monetary trans-
fers that are determined by the central bank’s
monetary policy rule. Our focus is on the differ-
ences implied by policy rules that use the short-
term interest rate as an instrument versus those
that target money growth directly.

Households

Each period, households maximize the dis-
counted present value of the expected utility they
get from consumption and leisure:

(1) Uoniﬂtu(Ct’]t)’
=0

where B is the household’s discount factor, c, is
the consumption bundle, and J, is leisure time.

3 The version with Calvo-style pricing and a money growth rule

was presented by Keen (2004). Appendix A provides complete
details of our model specification and solution procedures.
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The momentary utility function is assumed to
take the form

1-0,
t

u(ct,lt)z ln(ct)+;(

’

1-0,

O

where the values of the preference parameters o,
and y are positive.

The household maximizes (1) subject to a
budget constraint

PtCt +Pt1't +Mt +Bt
@) _pwn +Pqk +D,+M_, +R_B_ +T,

where P, is the nominal goods price; i, is invest-
ment; k, is the capital stock, which evolves follow-
ing the capital accumulation process, k,,, =1, +
(1 — 6)k,, and depreciates at rate 8. M, and B, are
stocks of money and bonds, w, is the real wage
rate, q, is the real rental price of capital, and R,_,
is the gross nominal interest rate on bonds pur-
chased at time {—1. The household also receives
monetary transfers, T, and distributed profits
from the goods-producing sector, D,.

The household also faces a time constraint,
which specifies that total time (normalized to
unity) can be allocated to leisure, labor, and time
spent in transactions-related activities, s;:

(3) I, +n,+s,=1.

The amount of time households spend shopping, s,,
can be reduced by holding larger money balances
relative to nominal consumption expenditures:

Y
(4) s,:.{(ﬁ .

Money-demand elasticities are determined by the
curvature parameter, y> 0, and {> 0 is a scale
parameter used to calibrate s.

As discussed by Lucas (2000), this type of
shopping-time specification implies a set of gen-
eral equilibrium relationships that resemble a
standard money-demand function. In particular,
after combining some of the first-order condi-
tions from the household’s utility maximization
problem, optimal real money balances can be
expressed as
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14y
(5) %: Cywtcl’fy
B | -1
Bt

With the calibration y= 1, this implies an interest
elasticity of —1/2. Note also that the real wage rate
and consumption spending enter this relationship
in such a way that their combined relationship
with real money balances is one-for-one; that is,
so long as productivity and consumption move
together (as they do on the steady-state path), the
scale elasticity of this money “demand” function
is unity.

Firms

The composite consumption good is a com-
bination of outputs, y;;, produced in period ¢ by
monopolistically competitive firms. Each firm’s
output comes from a production function,

(6) Vit = th(kj,t’nj,t)’

where jindicates the number of periods since
the firm last adjusted its price, n;, is the firm’s
demand for labor, kj’t is the firm’s demand for
capital, and Z, is an economywide productivity
factor. The productivity factor is assumed to follow
a stationary autoregressive process,

(7) In(Z,)=p,InZ,_, +(1-p,)In(Z)+e,,

where Z is the steady-state value of Z,and €, is a
mean-zero, independently and identically distrib-
uted (i.i.d.) shock. Every period, each firm must
determine (i) the cost-minimizing combination
of n;, and k;, given its output level, the real wage
rate, w,, and the real rental rate of capital, g,; and
(ii) whether or not it can adjust its price. Sticky
prices are introduced using Calvo’s (1983) model
of random price adjustment. Specifically, the
probability that a firm can set a new price, P;, is
n and the probability that a firm must keep the
price that it set j periods ago is (1 — n).

Each period, firms seek to minimize their
costs,

(8) W, + qtkj,t )

subject to the production function (6). Market-

FEDERAL RESERVE BANK OF ST. LOUIS REVIEW



clearing conditions require that an individual
firm’s labor and capital demand must sum to the
economy aggregates, n, and k,. Our goal here is
merely to understand the workings of a simple
model, so we have omitted capital adjustment
and other frictions that are often included in this
type of model.

Cost minimization by households yields the
following demand equation facing each firm:

P Y\"
(9) Vie=|Tp | Vv

t

where —¢ is the price elasticity of demand. Aggre-
gate output, y,, is given by

- . el(e-1)
(10) Vi ZI:Z 77(1—77)] g'i_l)/g:l ,

j=0

and the aggregate price level is a nonlinear com-
bination of current and past prices,

" 1/(1-¢€)
(11) Pﬁ[Zn(l—n)’ P:_,-“-S)} :

j=0

Appendix A describes in more detail the impli-
cations of this pricing structure for the evolution
of the aggregate price level.

Policy Rules

Two classes of monetary policy regimes are
considered: a regime in which the central bank
follows an exogenous money growth rule and a
regime with a nominal interest rate rule in which
money growth is endogenous. Both policy rules
have two sources of disturbance: One is a shock
to the inflation target and the other is a shock to
the liquidity position.# The shocks are identified
only by how long they persist. A shock to the lig-
uidity position is not expected to affect inflation
expectations except at very high frequencies.
Historical examples of extreme liquidity shocks
would be the Fed’s responses to the 1987 stock
market crash and the September 11th attacks. In
contrast, a shock to the inflation target is expected

4 Both Ireland (2005) and Kozicki and Tinsley (2003) identify the

inflation target shock by assuming that this component has a unit
root.
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to be highly persistent, almost permanent. In our
model, we assume that the Fed has full credibility
and the inflation target is known.

In the United States today, the Fed does not
have an explicit inflation target such that the
public could distinguish perfectly between shocks
to liquidity and those to the inflation target. (In
extreme cases, this is not a problem; but it probably
matters for less-extreme cases.) For example, it
is not clear whether the Federal Open Market
Committee (FOMC) and/or the public have been
able to make this distinction during periods of
countercyclical policy.®

The money growth rule is given as

(12) AMt =ﬁ:+(vt_vt—l)’

where the hat over a variable indicates the percent
(or log) deviation from the steady state and /i, is a
stochastic money growth target, i; = p,fi; , + &,
where ¢, is a mean-zero, i.i.d. shock to the nom-
inal growth trend. The second disturbance in (12),
v,, represents a transitory policy disturbance that
follows its own AR(1) process, v, = p,U,_; + €,
with a mean-zero, i.i.d. shock, ¢,,. Entering the
money-growth rule in first differences, the v-shock
represents a transitory disturbance to the money
stock that leaves the long-run growth path
unchanged.

In the alternative regime, the central bank
operates with a Taylor-type interest rate rule that
is given by

(13) thﬁt+9”(7%t—7%:)+9y57t+ut,

where the inflation target follows a stochastic
AR(1) process, 7, = p,7t,_, + &, and the transi-
tory policy shock, u,, follows an AR(1) process,
u, = p,u,_, + €,. Both error processes, ¢, and ¢,
are mean-zero, i.i.d. shocks.

The inflation target shock in equation (13)
plays the same role as the money growth shock
in (12); both disturbances have a persistent effect
on the nominal growth path of the economy. That
is, the expected inflation target converges to the
steady state in the long run, but the actual target
may deviate for long periods. Thus, inflation in
period t has three components: the steady-state

5 See Goodfriend (1993) and Erceg and Levin (2003) for analysis of

the Fed’s credibility.
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inflation rate, the stochastic component of the
inflation target (trend), and the transitory com-
ponent, which is due to other shocks.

It is not clear how to define a common tran-
sitory policy shock or liquidity shock under the
alternative regimes. We define a transitory policy
shock to the money growth rule as a deviation of
the money stock that leaves the long-run growth
path unchanged. In the case of the interest rate
rule, we define a temporary liquidity shock in a
straightforward way—as a temporary shock to the
short-term interest rate. An expansionary liquidity
shock is a positive shock to money growth, v,, or
a negative shock to the nominal interest rate equa-
tion, u,. An inflation target shock, 7;, and a nomi-
nal interest rate shock, u,, have qualitatively
identical effects on the model’s dynamics. They
differ only by a scaling factor and, in our para-
meterization, by their persistence.b

CALIBRATION

To the extent possible, the parameters are
calibrated to generally accepted values for all the
experiments. Table 1 shows the baseline calibra-
tion used. In the utility function, the value of o,
is set at 7/9. The steady-state labor share is 0.3
and shopping time is 1 percent of that value. That
calibration implies a labor supply elasticity of
real wages approximately equal to 3.7 The house-
hold discount factor is 0.99, so that the annual
real interest rate is 4 percent. The shopping-time
parameter, 7, is set to unity, implying an interest
rate elasticity of money demand equal to —0.5.
The capital share of output is set to 0.33, and the
capital stock is assumed to depreciate at 2.5 per-
cent per quarter. The price elasticity of demand
is set equal to 6, implying a steady-state markup
of 20 percent. We set the probability of price
adjustment equal to 1 for the flexible-price case
and equal to 0.25 for the sticky-price case. For the
sticky-price case, this implies that firms change
prices on average once per year. The model is

® The scaling is determined by the weight on deviations of inflation
from target.

7 The elasticity of labor supply with respect to the real wage equals

(1-m-h)m/o,).

638 SEPTEMBER/OCTOBER 2005

calibrated so that the steady-state inflation rate
is zero.8

The policy rule is calibrated to match Taylor’s
(1993) values. The coefficient on the deviation of
inflation from target is set at 0.5, and the response
of the interest rate—specified as a quarterly
return—to the output gap is 0.125. Shocks to the
nominal growth trend are assumed to be highly
persistent, Py =pr=0.95, whereas the transitory
policy shocks have a lower value for their AR
parameter, p, = p, = 0.3. The shocks to technology
are calibrated to be highly persistent, p, = 0.95.°

MONETARY POLICY SHOCKS

As described previously, two types of mone-
tary policy shocks are considered for each policy
rule: a shock to the nominal growth trend that
displays high persistence (near a random walk)
and a transitory policy shock with little persist-
ence. To gain insight about those shocks, we
consider their effects separately, comparing their
impact on the economy under flexible-price and
sticky-price specifications.

Shocks to the Nominal Growth Trend

Figure 1 illustrates the response of the econ-
omy to a persistent money growth shock in a
model where the central bank follows a money
growth rule. Panels in the left column display
the impulse responses produced by the flexible-
price model, and the panels in the right column
reflect the responses from the sticky-price model.
The top row shows what happens to the price
level and the money stock. In both models, the
price level jumps immediately after the shock.
While the money supply moves identically in
both models, the initial price level increase in
the sticky-price model is a bit more than half the

8 Thisis necessary to prevent the nonadjusting firms’ prices from

becoming too far out of line with the flexible-price benchmark.
The same model dynamics result if there is positive steady-state
inflation and the nonadjusting firms can index prices to rise each
period by the steady-state inflation rate.

See Appendix A for details about the nonlinear model, the equi-
librium, the steady state, and the linear approximation around
the steady state that are used to calculate the model dynamics.
The solution method is based on King and Watson (1998, 2002).
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Table 1
Baseline Calibration
Symbol Value
Model Parameters
Utility o 7/9
Steady-state market labor share n 0.3
Household discount factor B 0.99
Shopping time Y 1
Capital share of output o 0.33
Depreciation rate 0 0.025
Price elasticity of demand € 6
Probability of price adjustment n 0.25 — sticky prices
1 — flexible prices
Policy Reaction
Inflation Op 0.5
Output 6, 0.125
Persistence
Technology shock P, 0.95
Nominal growth shock Pr=Py 0.95
Liquidity shock Py =Py 0.3
Standard deviation
Technology shock o, 0.0075
Nominal growth shock o, 0.004

14 percent rise in the flexible-price case. The
growth rates of money and prices in both models
eventually converge back to their steady-state
rates, but their levels remain permanently higher.

The second row of Figure 1 shows the impulse
responses of the inflation rate to the money growth
shock. The inflation spike in period 1 essentially
reflects the immediate rise in the price level after
the policy shock. In both cases, inflation is per-
sistent following a money growth shock, but the
persistence is masked by the surge in prices that
occurs contemporaneously with the shock.

The third row shows the responses of the
nominal and real interest rates to this shock.
Because that initial jump in the price level is
unanticipated, it does not affect nominal interest
rates. In the flexible-price model, the nominal
interest rate increases by about 0.3 percent, which
is approximately equal to the expected inflation
rate for period 2. The effect on the real rate is near
zero in the flexible-price model. With sticky

FEDERAL RESERVE BANK OF ST. LOUIS REVIEW

prices, the nominal interest rate rises about 0.75
percent above the steady state, reflecting the
higher expected inflation, which is associated
with the more gradual response in the price level
to the policy shock. The real rate declines for two
periods and then gradually returns to the steady
state as the effects of the shock dissipate.

The bottom two panels in Figure 1 display
the responses of output and hours worked. The
higher inflation rate acts as a tax on real money
balances, which leads households to spend more
time shopping and less time working. With price
flexibility, hours worked falls about 0.1 percent
below the steady state. With sticky prices and an
exogenous money growth rule, neither money nor
prices are free to accommodate the jump in money
demand. Therefore, the adjustment occurs in real
variables. In our sticky-price model, the spike in
output is over 80 percent. Given that such a large
output response is highly counterfactual, sticky-
price models typically incorporate additional
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Figure 1
Responses to a Persistent Money Growth Shock with a Money Growth Rule
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frictions that limit the adjustment of capital and/or
labor after a monetary policy shock.1?

Shifting our analysis to models with an interest
rate policy rule, Figure 2 shows how our models
respond to an inflation target shock when the Fed
is using the Taylor rule. The price level does not
jump after the inflation target shock. The higher
rate of inflation causes money demand to shift
down; but, with an interest rate rule, the money
stock declines in order to clear the money market.
The size of the fall in the money supply depends
on the interest elasticity of money demand. As
money demand becomes more interest elastic,
the size of the shift needed to clear the money
market gets larger. Price level, inflation rate, and
interest rate responses are very similar under both
the flexible- and sticky-price specifications.

Output responses are much different under
the alternative price specifications. In the flexible-
price model, there are small negative effects on
output associated with the inflation tax on money
holdings. In the sticky-price case, output and
hours worked rise, but the effects are much more
reasonable than with a money supply rule.

Transitory Policy Shocks

Figure 3 shows the response of the economy
to a transitory money shock. The immediate
impact on the price level is smaller in the sticky-
price model than in the flexible-price model.
This is easiest to see in the second row of panels,
which show that the brief spike in inflation is
smaller in the sticky-price specification. In neither
of these cases, however, does inflation exhibit
any measurable persistence. In the third row, we
see that the effect on interest rates is small. In the
flexible-price case, all of the effect is on the nomi-
nal interest rate, which declines temporarily as
the price level returns to the original steady-state
path. In the sticky-price case, the real return falls
by less than in the flexible-price case because the
price level never strays far from its steady-state
path. Output and hours worked both rise, but the

0 For example, by adding investment adjustment costs to this
sticky-price model, one can get reasonable-looking changes in
output and larger changes in the real interest rate.
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size of the effect is an order of magnitude larger
with sticky prices.

Note that, for the sticky-price case, we have a
pattern of dynamics that corresponds to the text-
book description of a liquidity effect. The decline
in the nominal interest rate is associated with a
corresponding reduction in the real interest rate
and a brief surge in output; the relatively large
response of output is due to the presence of fric-
tions restricting movement in both the price level
and the money supply. Again, the shift in money
demand requires large shifts in the real variables.

Figure 4 shows the effect of a transitory liquid-
ity shock when the central bank is using an inter-
est rate rule. In general equilibrium, a 1 percent
expansionary (negative) shock actually raises the
nominal interest rate by 25 basis points. In both
models, we see that the price level rises and the
money supply declines. The price increase is
large and permanent in the flexible-price model.
In the sticky-price case, where only a subset of
the firms can react to the shock, its transitory
nature causes a smaller adjustment and an even-
tual decline in the price level below the initial
equilibrium path. The third row of panels shows
the response of real and nominal interest rates.
The nominal rate rises by more in the flexible-
price model because the expected inflation rate
in periods 3 and beyond are larger. In the sticky-
price model, the real interest rate rises slightly.

The output effect is small and negative in the
flexible-price case. In the sticky-price model, a 1
percent shock to the short-term interest rate raises
output 5 percent on impact, but the effect dissi-
pates quickly. Note that this type of transitory
policy shock—which is standard in the literature
on interest rate rules—does not display a textbook
liquidity effect under either the sticky-price or
flexible-price specification.

Technology Shocks

The technology shock variable, z,, affects the
production function directly and therefore engen-
ders a direct effect on output regardless of the
nature of the policy rule or whether prices are
sticky or flexible. However, the nature of the
central bank’s policy rule affects the endogenous
responses of inputs to the production function—
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Figure 2
Responses to an Inflation Objective Shock with an Interest Rate Rule
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Figure 3

Responses to a Transitory Policy Shock in a Money Growth Rule
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Figure

4

Responses to a Transitory Policy Shock in an Interest Rate Rule
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which, in turn, affects the overall response of
output. In this regard, the nature of the monetary
policy reaction function is quantitatively impor-
tant for the evolution of real variables only when
prices are assumed to be sticky.

The left column of Figure 5 shows the
response of the flexible-price, money growth rule
economy. This setting serves as a convenient base-
line for our comparison, because it most closely
approximates an RBC model in which there are
no monetary distortions at all. As is typical of
this type of shock, the temporary but persistent
increase in output that results from the direct effect
of the disturbance is enhanced by an increase in
the real wage rate and employment. Consequently,
the initial rise in output is about 50 percent larger
than the direct effect that the technology itself
would imply. The increase in factor productivity
also engenders an investment response that serves
as a propagation mechanism.

However, as widely noted in the RBC litera-
ture, this mechanism is rather weak: If there were
no persistence in the technology shock, there
would be little persistence in output. Because
monetary policy does not respond in any way to
the shock under a money growth rule, the increase
in output implies that the price level falls below
trend; the ensuing anticipated disinflation requires
an upward adjustment to real money balances,
which takes place through a downward jump in
the price level. As we saw with shocks to the
inflation trend, the shifts in money demand are
accommodated by jumps in the price level.

When prices are sticky and the central bank
implements a money growth rule, as shown in
the right column of Figure 5, the responses of
the model to a technology disturbance are dra-
matically different: The initial downward jump
in the price level is only half the size of the jump
with flexible prices. Inflation is not persistent in
either case. In both cases, the real rate responds
as predicted in the benchmark RBC model. The
responses of nominal rates are small, but in oppo-
site directions. The most dramatic effects occur
in output and hours worked, which decline
sharply in the sticky-price model.'* There is also

" Dotsey (1999) shows that changes in interest rate smoothing can
have large real effects in a sticky-price model.
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an initial decline in investment (not shown), such
that the endogenous propagation channel of
capital accumulation is even less quantitatively
important.

The key to understanding the responses of
this version of the model to productivity shocks
is in the nature of the Calvo pricing process: With
a majority of firms unable to lower prices in
response to the shock, relative demand for their
products drops off, moving the firms back along
their marginal cost curves. With higher costs and
lower final demand, firms dramatically scale
back their demand for factors of production until
after they have an opportunity to adjust prices.
When a larger proportion of firms is assumed to
change prices each period, with n = 1/2, for exam-
ple, the initial negative response of output and
work does not occur. After prices have adjusted
further—after four periods or more in the present
calibration—the model economy has adjusted to
a trajectory that resembles that of the flexible-
price specification.

The pattern of responses shown in the lower
right-hand panel of Figure 5 demonstrates the
limitations of a recent influential assertion by
Gali (1999). Using a long-run identifying assump-
tion in a vector autoregression model, Gali found
that a permanent shock to technology is associated
with an initial decline in work effort. From this
finding, he argues that sticky prices must play a
role in the propagation of technology shocks.

But while our model predicts this type of
response when the central bank is following a
money growth rule, the response does not occur
when policy follows an interest rate rule. As
shown in Figure 6, the interest rate rule effectively
eliminates the difference between the sticky-price
and flexible-price models. The price response is
muted by the interest rate rule, compared with
the jump that is illustrated in Figure 5. Because
interest rate targeting smooths price changes,
the gap that develops between the firms that can
change prices and those that cannot remains small.
The model responses are nearly identical. In other
words, the use of an interest rate rule, by elimi-
nating large price-level swings, insulates the real
responses of the model from the sticky-price dis-
tortions that arise under a money growth rule.

SEPTEMBER/OCTOBER 2005 645



Gavin, Keen, Pakko

Figure 5
Responses to a Technology Shock with a Money Growth Rule
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Figure 6

Responses to a Technology Shock with an Interest Rate Rule

14 Flexible Prices
124
104
8 4
6 4
44
24
04

- o
-
P - en am
.~.

2y 0 17?"-5.ﬁ~7~8 9 10 11 12 13 14 15 16 17 18 19 20

1

Inflation

0.1

0 /\r

9@ 123456 7 8910111213 1415 16 17 18 19 20

]
]
-0.14 o
[}
L)
[}
-0.2 ] R —
L} - =
-
L
-0.3
1.8

23 45 6 7 8 9 10111213 14 15 16 17 18 19 20

Sticky Prices

14
12
10 M
8
6
4
2
0 o

01 23%abog.7 8 9 101112 13 14 15 16 17 18 19 20
-2 -

P e

-4 e ———.
-6

0 —rrrTrTT7
12 3 45 6 7 8 9 10111213 14 15 16 17 18 19 20
—-0.05
-0.1
-0.15
-0.2
Inflation
-0.25
-0.3
-0.35
0.1
r
0 ./\ . ——
Q123 456 7 8 9 1111213141516 17 18 19 20
.
L)
-0.14 ¢
[}
[}
‘ -
024 o R rm=——
] - - o=
L et
-0.3
1.8
1.6
1.4
1.2
1
0.8
0.6
0.4
\~~
-
0.2 ~
0 il LT

0123456 7 8 9 10111213 14 15 16 17 18 19 20

————r—r—r—rr— T
012 3 45 6 7 8 9 10 1112 13 14 15 16 17 18 19 20

FEDERAL RESERVE BANK OF ST. LOUIS REVIEW

SEPTEMBER/OCTOBER 2005 647



Gavin, Keen, Pakko

TIME-SERIES PROPERTIES OF
MONEY AND PRICES

This section documents how the time-series
properties of money and inflation differ under
the alternative monetary policy regimes.'? There
is a large seasonal element in money but not in
prices or interest rates. Mankiw, Miron, and Weil
(1987) showed that a strong seasonal component
in U.S. interest rates disappeared after the creation
of the Federal Reserve in 1913. Barsky and Miron
(1989) showed that there are large seasonal com-
ponents in quantities but not in prices. Both these
empirical regularities are consistent with our
model of a central bank that uses an interest rate
procedure to implement monetary policy.

We begin with a brief look at data for the G7
countries for the period from 1980:Q2 to 1998:Q4.
We use data on interest rates, consumer price
index (CPI) inflation, and M1 growth, which are
not seasonally adjusted.!® To calculate the relative
persistence in M1 growth and inflation, we calcu-
lated the largest root of each series using an aug-
mented Dickey-Fuller equation. The relative
volatility is measured by the standard error of
the regression. We included five lags of quarterly
data to account for the remaining serial correlation
and the predictable seasonal component. The
results are shown in the top panel of Table 2. The
first column reports the standard error of the equa-
tion for the augmented Dickey-Fuller regression
for CPI inflation. The second column reports the
largest root in the CPI regression. The third and
fourth columns report the results for M1.

The standard error of the equation for M1 is
always larger than that for the CPI. On average it
is almost four times larger. For the G7 average,
the largest root in CPI inflation is 0.67 and the
largest root in M1 is 0.36. As the results show,
there is a large dispersion across countries in the
estimates of persistence of M1 growth.4

12 See Dressler (2003) and Sustek (2004) for models that include
both inside and outside money and attempt to account for the
dynamic behavior of the monetary aggregates.

3 We used the International Financial Statistics measure of currency
outside banks for the United Kingdom. We did not include 1998
for the United Kingdom because of a large break in the series in
1998:Q2.
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The bottom panel in Table 2 (Panel B)
reports results from our four alternative models
under the baseline calibration shown in Table 1.
Included are the standard deviations and the
first-order autoregressive coefficients for inflation
and money growth. We compute statistics for our
model economies subject to technology shocks
and persistent money growth shocks (with a
money growth rule) or persistent inflation target
shocks (with the Taylor rule). Those experiments
do not include the short-run liquidity shocks. The
first two rows of Panel B report the results for the
money growth rule and the next two rows report
the results for the Taylor rule. The policy rule
makes a much bigger difference than does the
degree of price flexibility. With a money growth
rule, the standard deviation of the inflation rate
is always greater than the standard deviation of
the money growth rate. The first-order autocorre-
lation for inflation is near zero. The first-order auto-
correlation coefficient for money growth reflects
(but is substantially smaller than) the persist-
ence in the shock to the money growth trend.

The model generated data that more closely
resemble observed economic data when we use
an interest rate rule. Money growth is more vari-
able than inflation. Under both pricing regimes,
the first-order autocorrelation of inflation is near
0.7, but money growth exhibits no autocorrela-
tion.1®

The last two rows in Panel B show that our
results do not depend on persistent shocks to the
nominal growth trend. When there are only tech-
nology shocks, inflation and money growth are
about half as volatile; but the relative variability
of money growth and inflation is approximately

1 1f we use data on currency and reserves, we find that the money
growth rates are much more volatile than when we use M1. The
autocorrelation functions of currency and reserve aggregates are
dominated by negatively correlated seasonal components. For the
United States, seasonally adjusting the data adds persistence to the
time series for both money growth and inflation. The adjustment
reduces the variability of money growth, but not inflation.

5 Our models imply that univariate models will underestimate the
persistence of shocks to the money growth trend when using data
generated under interest rate regimes. For example, Cooley and
Hansen (1989, 1995) estimate the autocorrelation of monetary
shocks to be just 0.5. Using cross-section price and output data
and long-run monetary neutrality to achieve identification, Balke
and Wynne (2004) estimate that the permanent component in M2
growth is highly persistent—matching broad movements in inflation.
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Table 2

Statistical Properties of Nominal Variables (1980:Q2 to 1998:Q4)

A. Country results

CPI M1
SEE Largest root SEE Largest root
Canada 0.47 0.76 2.52 0.15
France 0.34 0.82 1.22 0.69
Germany 0.45 0.71 2.12 -0.33
Italy 0.41 0.91 1.67 0.54
Japan 0.50 0.43 1.37 0.44
United Kingdom 0.62 0.64 1.39 -0.68
United States 0.36 0.47 1.18 0.77
G7 average 0.45 0.68 1.64 0.36
B. Model results
CPI M1
SD AR(T) SD AR(T)

Money growth rule

Sticky prices 222 0.03 0.51 0.70

Flexible prices 4.36 -0.07 0.51 0.69
Taylor rule

Sticky prices 0.60 0.72 10.55 -0.06

Flexible prices 0.55 0.70 9.56 -0.08
Technology shocks only

Sticky prices 0.34 0.73 541 -0.04

Flexible prices 0.28 0.71 4.62 -0.07

NOTE: An augmented Dickey-Fuller equation with five lags of quarterly data was used to measure the largest root in M1 and CPI
growth rates. The standard error of the equation (SEE) was used to measure the volatility in these series. In other cases, we report the
standard deviation (SD) and first autocorrelation (AR(1)) in the growth rate series. The baseline calibration was used in the model

calculations.

SOURCE: CPI and M1 data come from the OECD Main Economic Indicators. For the United Kingdom, M1 was not available, so we
used currency outside banks ending in 1997:Q4. Exact sources and data definitions are listed in Appendix B.

unchanged. With interest rate rules, inflation
persistence can be driven by persistent shocks to
technology.

The high volatility of the money supply that
accompanies interest rate targeting obscures the
information content of monetary aggregates.
Cooley and LeRoy (1981) document problems
that econometricians have faced trying to estimate
money demand functions. One of the ironic
characteristics of the New Keynesian paradigm
is that the model embeds the quantity theory of
money as a long-run proposition, but money rarely
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appears in the policy rule. McCallum (2001)
explores the reasons why money does not appear
in the policy rule and concludes with support for
the notion “that policy analysis in models with-
out money, based on interest rate policy rules, is
not fundamentally misguided.”

CONCLUSION

A comparison of flexible- and sticky-price
models with both money growth and interest rate
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policy rules leads to the following conclusions.
First, interest rate rules rather than money growth
rules can capture the degree of inflation persist-
ence and the relative volatility of the price level
observed in the data.

Second, with sticky prices the real effects of
transitory policy shocks differ under the different
policy rules. When the central bank uses a money
growth rule, the real effects are much too large to
be plausible in the sticky-price model unless
other frictions, such as investment adjustment
costs, are also included. But central banks do not
use money growth rules, so this counterfactual
implication does not seem important. It does,
however, suggest a reason why central banks
choose to implement monetary policy using an
interest rate instrument.

Third, and most importantly for model
builders, when shocks are highly persistent, the
distinction between monetary policy rules is more
important for price dynamics than is the choice
of the price-adjustment assumption. The reason
for this can be seen in how money demand
adjusts under an interest rate rule. In this case,
desired price changes are relatively smooth and
there is not much difference between flexible-
and sticky-price equililbria. A corollary of this
result is that the response of nominal variables
such as inflation and the money supply are very
similar in both flexible- and sticky-price models
when the central bank uses an interest rate rule.
An important implication of this result is that it
will be difficult to use information about firms’
actual pricing policies to distinguish between
macro theories.

Finally, a central bank’s use of interest rate
rules obscures the information content of mone-
tary aggregates and leads to subtle problems for
econometricians trying to estimate money demand
functions or to identify shocks to the trend and
cycle components of the money stock. Highly
persistent money shocks will be masked by the
high-frequency volatility associated with keeping
the interest rate relatively constant in the short
run.
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APPENDIX A
TECHNICAL NOTES

This appendix provides detailed information on the sticky- and flexible-price models. It outlines
the relevant equations in the model, determines the steady state, and linearizes the model. Furthermore,
this appendix provides the necessary information to replicate the simulations of this paper, using the
solution methods outlined in King and Watson (1998, 2002).

The Equilibrium

These equations describe the equilibrium for the households’ problem. Households are infinitely
lived agents who seek to maximize their expected utility from consumption, c,, and leisure, /,,

E,

S ]1-0,
) ﬁt(ln(ct) 1 s H

subject to the following budget constraint, time constraint, and capital accumulation equation:
P(c; +1,)+ M, + B, = Bw,n, + P,g,k, + D+ M, + R,_,B,_ +T,,

(A1)
L +n,+s =1,

(A2) Ky =1, + (1 - 5)kt,

where B, is government bonds, P, is the price level, i, is investment, M, is the nominal money stock, w, is
the real wage rate, n, is labor, g, is the rental rate on capital, k, is the capital stock, D, is the firms’ profits
remitted to the households, R, is the gross nominal interest rate, T} is a transfer from the monetary author-
ity, 0is the depreciation rate, and s, represents the shopping-time costs of holding money balances,

(A3) s, =¢(Pe,/M,) .

Utility maximization by the households yields the following first-order conditions for ¢,, I,, n,, M,
B,, i,, and k;:

0
(A4) a_u =P+ 7’(5t /Ct)TLt’
Ct
ou _
(A5) a_]t =Ty
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(A6) 7, = BwA,,

(A7) A—=v(s, I M) T, = BE [ A |,
(A8) Ay =BE,[RA,, ],

(A9) AP, =1,,, and

(A10) Ty1 = BE [ Ty101 (1= 8) + A1 PriyGrin |

where 4,, 7, ;, and 7, , are the Lagrangian multipliers of the budget constraint, time constraint, and the
capital accumulation equation, respectively. By substituting (A5) into (A4), (A6), and (A7), the first-
order conditions for ¢,, n,, and M, become

ou ou
(A11) a—Ct=PtA/t+')/(St/Ct)a—lt,
A12 a—U—Pw A d
( ) a]t = Wiy an
ou

By substituting (A9) into (A10), the first-order condition for k,,, becomes

(A14) 7, = BE, |:T2,t+1 (1-8)+ Tz,t+1‘1t+1]
The marginal utilities of ¢, and /, are

Ju 1 Jdu
—=—and ——=yl 9.
ac, ¢ negr Ak
As aresult, the households’ problem is described by equations (A1), (A2), (A3), (A8), (A11), (A12),
(A13), and (A14).

The next set of equations comes from the firms. The firms are monopolistically competitive producers
of output, y;,, according to

(15) V0= 2k, ) ()

where j indicates the number of periods since the firm last adjusted its price, n;, is firm labor demand,

k;, is firm demand for capital, and Z, is an economywide productivity factor. This productivity factor

evolves in the following manner:
(A16) In(Z,)=p,In(Z,_,)+(1-p,)In(Z)+£,,,

where Z is the steady-state value of Z, and ¢, is a mean-zero, independently and identically distrib-
uted (i.i.d.) shock. Each period, every firm must make two decisions. First, firms determine the cost-

minimizing combination of k;, and n;, given their output level, the wage rate, and the rental rate of
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capital services. Second, they make pricing decisions. In particular, the probability a firm can set a
new price, P/, is 1 and the probability a firm must charge the price that it last set j periods ago, P;
(1-mn).

Each period, firms seek to minimize their costs,

t]’

wn;, + qtk].’t,
subject to (A15). This cost minimization implies the following two-factor demand equations:

1-o
(A17) v,0Z, [nj’t /kj,t] =q,,

(A18) v, (1-0)Z, k;, Im;, | =w,,

where v, is the Lagrangian multiplier from the production function and accordingly is interpretable
as the real marginal cost of output. The market-clearing conditions for capital, k,, and labor given the
conditional probability of price adjustment (1) are

(A19) i (1-n) k;, and n, = ¥ n(1-n)' n

j=0

Because the real wage and user cost of capital are economywide costs, the real marginal cost and capital
services/labor ratio will be the same for all firms (i.e., k;,/n;, = k,/n,).
The composition of output purchased by households is

el(e-1)
(A20) {Zn(l n) y\7' } ,

where
(A21) Vi =Cp+1,.

Cost minimization by households yields the following product-demand equation:
" —&
(A22) =P /P) v
where P, is a nonlinear price index such that
" 1/(1-¢)
(A23) p= Lgon(l— n) Pt—(}_g)] :
Because the probability of price adjustment is constant, (A23) can be reduced to
) o T1/1¢)
(A24) P, =| P9+ (1-m) P |

Furthermore, when (A19) is used to aggregate capital and labor over all firms, (A15) becomes

(A25) =S n-n) v, =Z,(k ) (n)"

j=0
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Recall that the aggregate level of output is (A20). The relationship of y, to y, is shown by substituting
(A22) into (A25) to get
B j (o €
(A26) .= X n(-n)(B;/B) .
j=0

To eliminate the infinite number of lags of P; in (A26), an auxiliary price index is defined as

— . = -1l
(A27) B=[npc+(1-nP5] .
Given this price index, (A27) is substituted into (A26) to produce

_ — -

(A28) 7.=(B/B) v

The fraction 71 of firms that are able to adjust its price seek to maximize the expected value of its profits:

(A29) zaﬁjEt [;LHJ' (1- 77)] |:Pt*.VO,t+j - Pt+th+jn0,t+j - Pt+th+jk0,t+j:|i|’
]:

subject to (A15). Using the factor-demand equations, (A17) and (A18), the production function, (A15),
and the firm-demand equation, (A22), the firms’ maximization problem, (A29), is rewritten as

jos]

(A30) > BIE, [&H Ja=n) (B =By (B P) ytﬂ}.

j=0

Maximizing (A30) with respect to P; yields
5. BB Ay (1) (1= €) B3 B + B (=) €Bf i, v, | =0,
Jj=

Thus, the profit-maximizing price is

(A31) Pt* = VC,t /VR,t’

where
Vi = ZéﬁjEt [(1 -n) (e~ 1)Z’t+jpti—th+j:| and V,, = ZaﬂjEt [(1 -n) €)’t+jptl++jgl//t+th+j:|'
J= J=

Furthermore, the evolution of V,and V;, can be written in the following manner:

(A32) Ve =(e-1) APy, + B(1-n)E, I:VR,t+1:| and

(A33) VC,t = S;LtPtHE‘/’th + ﬁ(l - n)Et [VC,tH]‘

Therefore, the firms’ problem is summarized by (A16), (A17), (A18), (A21), (A24), (A25), (A27), (A28),
(A31), (A32), and (A33).

The Steady State

These are the steady-state equations for the households. To begin, the steady-state equations for the
time constraint, (A1), the capital accumulation equation, (A2), and the shopping-time costs, (A3), are
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n+l+s=1,
i/k =8k, and

s= é(Pc/M)y .
The steady-state first-order conditions for the households’ problem, (A8), (A11), (A12), (A13), and
(A14), are
7 = BR,
1/c=PA+7y (s/c) xI,
xI% = PwA,
A=y(s/ M) yxl-° = A/ x, and

1=B[(1-6)+q]|.

Next are the steady-state equations for the firms. The first two equations are the steady states of the
factor-demand equations, (A17) and (A18):

1-o
yfocZ[n]. /k].] =q and
w(l—a)Z[kj /n]}a =w.

Recall that k;,/n;, = k,/n,, so that k;/n; = k/n in the steady state. The steady-state aggregate production
function, (A25), is

y=2(k)" (n)"".
The steady-state relationship between y and ¥ from (A28) is
y=(P/P) "y,
where the steady-state value of P from (A25) is
P=[nPe+(1-n)mePe] ",
and where 7 is the steady-state inflation rate. The steady-state profit-maximizing price from (A31) is
P =V, IV,
where the steady-state values of V and V;in (A32) and (A33) are
Vp =(e—1)APey + B(1-n)neV, and
V, = eAP%eyy + B(1-n)neV.

Finally, the steady-state identity equations for y and P from (A21) and (A24) are
_g)H(-¢)
y=c+i and P=[nP +(1-n)(P/z)" [

Linearization Around the Steady State

This section linearizes the model around its steady state. A hat is used to signify percent deviation
from the steady state. Thus, 7, is the percent deviation of labor from its steady state.

656 SEPTEMBER/OCTOBER 2005 FEDERAL RESERVE BANK OF ST. LOUIS REVIEW



Gavin, Keen, Pakko

Beginning with households, the linearized equations for the time constraint, (A1), the capital
accumulation equation, (A2), and the shopping-time costs, (A3), are
Ij +nh, + 8§, =0,
k= (1/k)1t +(1-68)k,, and
B+é,-M,~(1/7)3,=0
The linearized first-order conditions for the households’ problem, (A8), (A11), (A12), (A13), and
(A14), are
h=B +E, |:j’t+lj|’
~(1/¢)é, = PA(4 +B)+y(s/ c) xlo1 (3, =&, - ],),
it +13t +W, +01ft =0,
My —y(s/ M) gloi (3, M, 0,1, ) = /l(,B/n)Et[ }HJ, and
1 =E, |:%2,t+1 + ﬁqc}m].
Now, on the firm side, the linearized factor-demand equations for capital and labor, (A17) and (A18), are
W, +Z, +(1—a)(ﬁt -k, )= g, and

v, +Z, +a(kt —ﬁt): w,.
The linearizations of (A25) and (A28) are as follows:

v, =2, +ak, +(1-a)f, and
Ji’t :S[Pt_pt}"'f/t,
where the linearization of (A27) is

I%t * 1D (_‘E)

=q[P"/P] B +(1-n)usb._,.

The linearized profit-maximizing price from (A31) is

A A

13; = VC,t - VH,t’
where the linearized values of V; and Vin (A32) and (A33) are
~ (e-1)APey
T

5 eAPI+E A A . ~
Ver = V—CW[% +(1+e)R+y,+ ‘/’t}*‘ﬁ(l_ n)ﬂgEt[Vc,m]-

(/l +eP, +yt)+ﬂ(1 n)me- 1E[ RHJ and

The linearized versions of the identity equations for aggregate output and the price level, (A21) and
(A24), are
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A C A j ~
V,=—¢ +—1I, and
y y

B=n(P 1P "B +(1-n)aleB.

The monetary authority’s policy instrument is either money or the nominal interest rate. When money
is the instrument, the linearized policy rule is

(A34) AMt =1 + (vt - vt—l)’

where i/ is the target money growth rate, which follows an AR(1) process, 4, = p,d;_, + €,; and v, is a
transitory shock to the money growth rule, which also follows an AR(1) process, v, = p,v,_, + €,,- Both
erTor terms, €, and ¢,,, are mean-zero, i.i.d. shocks.

When the nominal interest rate is the instrument, the linearized policy rule is

(A35) By =7 +0, (% —# ) +0,9, +u,

where #,= P,— P,_; #; is the target inflation rate, which follows an AR(1) process, #; = p,#’_, + €,,; and
u, is a shock to the interest rate rule, which also follows an AR(1) process, u, = p,u,_, + €,,. Both error

terms, ¢,, and ¢,,, are mean-zero, i.i.d. shocks.

APPENDIX B
DATA

The data set contains quarterly time series for the G7 countries on the CPI and a narrow money
measure, usually M1. All the series are available from 1980:Q1 through 1998:Q4. We could not get M1
for the United Kingdom, so we used a measure of currency. For this series, we excluded the 1998 data
because there was a break in the series in the second quarter. All of the series are from the Organisation
for Economic Co-operation and Development’s (OECD) Main Economic Indicators database or the
International Financial Statistics database. The data are not seasonally adjusted, and the quarterly figures
are computed as averages of monthly data. The data were retrieved in mid-October 2004 from the Haver
database, and Haver mnemonics are listed for each variable.

Canada: money supply (M1) is c156fm1n@oecdmei; CPI inflation is c156czn@oecdmei.
France: money supply (M1) is ¢132fm1n@oecdmei; CPI inflation is c132czn@oecdmei.
Germany: money supply (M1) is c134fm1n@oecdmei; CPI inflation is c134czn@oecdmei.
Italy: money supply (M1) is ¢136fm1n@oecdmei; CPI inflation is ¢136czn@oecdmei.
Japan: money supply (M1) is c158fm1n@oecdmei; CPI inflation is c158czn@oecdmei.

United Kingdom: money supply (currency outside of banks) is c112mlc@ifs; CPI inflation is
c112czn@oecdmei.

United States: money supply (M1) is c111fm1n@oecdmei; CPI inflation is ¢111czn@oecdmei.
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