markets. For example, contrary to the market efficiency hypothesis by Fama (1970), Fama and French (1989) argue that stock market returns are predictable. There is also evidence of the predictability in the cross section of stock returns, which casts doubt on the widely accepted CAPM by Sharpe (1964) and Lintner (1965). In particular, Fama and French (1992, 1993) report that value stocks, stocks of high book-to-market value ratio, have much higher risk-adjusted returns than growth stocks, stocks of low book-to-market value ratio. Also, Jegadeesh and Titman (1993) show that the momentum strategy of buying the past winners and selling the past losers is quite profitable.

The advocates of the market efficiency hypothesis argue quite convincingly that many of these anomalies can be attributed to data snooping. For example, if we experiment with a large number of macro variables, it should not be a surprise that a few of them might be correlated with future stock market returns by chance. However, investors cannot profit from such an ex post relation if it does not persist in the future. Indeed, Bossaerts and Hillion (1999), among others, find that, although the variables uncovered by the early authors forecast stock returns in sample, their out-of-sample predictive power is negligible. Similarly, Schwert (2002), among others, finds that many trading strategies, which have been found to generate abnormal returns, were unprofitable in the past decade. Overall, Malkiel (2003) asserts that there is no reliable evidence of persistent stock return predictability and the U.S. equity market is remarkably efficient in the sense that abnormal returns disappear quickly after they are discovered.

A BRIEF REVIEW OF THE LITERATURE

In the past two decades, financial economists have documented many anomalies in financial markets. For example, contrary to the market efficiency hypothesis by Fama (1970), Fama and French (1989) argue that stock market returns are predictable. There is also evidence of the predictability in the cross section of stock returns, which casts doubt on the widely accepted CAPM by Sharpe (1964) and Lintner (1965). In particular, Fama and French (1992, 1993) report that value stocks, stocks of high book-to-market value ratio, have much higher risk-adjusted returns than growth stocks, stocks of low book-to-market value ratio. Also, Jegadeesh and Titman (1993) show that the momentum strategy of buying the past winners and selling the past losers is quite profitable.

The advocates of the market efficiency hypothesis argue quite convincingly that many of these anomalies can be attributed to data snooping. For example, if we experiment with a large number of macro variables, it should not be a surprise that a few of them might be correlated with future stock market returns by chance. However, investors cannot profit from such an ex post relation if it does not persist in the future. Indeed, Bossaerts and Hillion (1999), among others, find that, although the variables uncovered by the early authors forecast stock returns in sample, their out-of-sample predictive power is negligible. Similarly, Schwert (2002), among others, finds that many trading strategies, which have been found to generate abnormal returns, were unprofitable in the past decade. Overall, Malkiel (2003) asserts that there is no reliable evidence of persistent stock return predictability and the U.S. equity market is remarkably efficient in the sense that abnormal returns disappear quickly after they are discovered.

Some anomalies, however, cannot be easily discarded as data snooping. Jegadeesh and Titman (2001) and Schwert (2002) find that the momentum strategy remained highly profitable in the 1990s, one decade after it was published in academic jour-
nals. Also, recent authors, for example, Lettau and Ludvigson (2001), show that the consumption-wealth ratio, especially when combined with realized stock market volatility, has statistically and economically significant out-of-sample forecasting power for stock market returns. It is reasonable to believe, as argued by Campbell (2000), that stock returns have some predictable variations. Moreover, the excess stock volatility puzzle (Shiller, 1981), the equity premium puzzle (Mehra and Prescott, 1985), and large fluctuations of stock market volatility (Schwert, 1989) remain unexplained by conventional theories (e.g., Lucas, 1978).

The failure of rational expectations theories leads some researchers to be skeptical about the assumption that individual investors are fully rational. They try to incorporate various well-documented cognitive biases into asset pricing models and find that such combinations have some success in explaining the anomalies mentioned above. Behavioral finance has developed rapidly since the 1990s, and Shiller (2003), among others, has stressed its important role in rebuilding modern finance. However, in my view, we should be at least cautious about it. The main criticism is that a long list of cognitive biases gives researchers so many degrees of freedom that anything can be explained. Behavioral economists are more interested in the out-of-sample forecast than in explaining what has happened. Also, it is difficult to believe that the investors who frequently misinterpret fundamentals can survive in an arbitrage-driven financial market. Barberis and Thaler (2003) provide a comprehensive survey of the behavioral finance literature and come to this conclusion: “First, we will find that most of our current theories, both rational and behavioral, are wrong. Second, substantially better theories will emerge.”

In this article, I want to emphasize the promising role of another alternative hypothesis—stock return predictability does not necessarily contradict rational expectations theories. In particular, Campbell and Cochrane (1999) recently proposed a novel explanation using a habit-formation model that investors are more risk tolerant and thus require a smaller equity premium during economic expansions than during economic recessions. Their model not only replicates stock return predictability, but also resolves many other outstanding issues, including the equity premium puzzle and the excess volatility puzzle.

As mentioned, stock return predictability has important implications for asset pricing. Fama (1991) also conjectures that we should relate the cross-section properties of expected returns to the variation of expected returns through time. Consistent with these theories, some recent authors (e.g., Brennan, Wang, and Xia, forthcoming; and Campbell and Vuolteenaho, 2002) find that the predictability of stock market returns and volatility indeed helps explain the cross section of stock returns.

### FORECASTING STOCK MARKET RETURNS AND VOLATILITY

The early authors, for example, Campbell (1987) and Fama and French (1989), find that the short-
term interest rate, the dividend yield, the default premium, and the term premium forecast stock market returns. Recently, Lettau and Ludvigson (2001) report that the consumption-wealth ratio, \( cay \)—the error term from the cointegration relation among consumption, net worth, and labor income—forecasts stock market returns in sample and out of sample. Interestingly, I (Guo, 2003a) find that the predictive power of \( cay \) improves substantially if past stock market variance, \( \sigma^2 \), is also included in the forecasting equation and the stochastically detrended risk-free rate, \( rrel \), provides additional information about future returns.

I replicate this result in the upper panel of Table 1, with the White-corrected (White, 1980) \( t \)-statistics reported in parentheses. It shows that all three variables are statistically significant in the forecasting equation of real stock market return, \( r_m \), and the adjusted \( R^2 \) is about 20 percent; however, the lagged dependent variable is insignificant. Moreover, these variables drive out the other commonly used forecasting variables, including the dividend yield, the default premium, and the term premium.

Figure 1 plots the fitted value from the forecasting regression of returns and shows that expected returns tend to rise during recessions.

Schwert (1989), among many others, also finds clustering in stock market volatility: When volatility increases, it stays at its high level for an extended period before it reverts to its average level. Research shows that some macro variables predict stock volatility as well. Consistent with Lettau and Ludvigson (2003), the lower panel of Table 1 shows that, while past volatility is positively related to future volatility, \( cay \) is negatively related to it. Figure 2 plots the fitted value from the forecasting regression of stock market volatility, which also tends to increase during recessions.

I (Guo, 2003b) provide some theoretical insight on these empirical results in a limited stock market participation model. In particular, I argue that, in addition to a market risk premium (as in the standard consumption-based model), investors also require a liquidity premium on stocks because investors cannot use stocks to hedge income risk—due to limited stock market participation. Therefore, stock volatility and the consumption-wealth ratio forecast
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3 The stochastically detrended risk-free rate is the difference between the nominal risk-free rate and its average in the previous 12 months.

4 See the appendix for data descriptions.

5 To conserve space, I do not report the results here; but they are available upon request.
stock market returns because they are proxies for the risk and liquidity premiums, respectively. It should not be a surprise that stock market volatility forecasts returns, which is an important implication of the CAPM. Intuitively, risk-averse investors tend to reduce their holding of equities relative to safe assets such as Treasury bills when volatility is expected to rise. To induce investors to hold a broadly measured stock market index, the expected stock market return has to rise as well. Given that the level of volatility tends to persist over time, we expect that past volatility should provide some indication of future volatility and hence stock market returns. On the other hand, the consumption-wealth ratio measures investors’ liquidity conditions. When investors are borrowing constrained because of, for example, a bad income shock, they require a high liquidity premium on stocks and stock prices thus fall. Conversely, the liquidity premium is low and stock prices rise when investors have plenty of liquidity.

It is important to note that the risk and liquidity premiums or their proxies, stock market volatility and the consumption-wealth ratio, could be negatively related to one another in the limited stock market participation model. Intuitively, when investors have excess liquidity, they might be willing to hold stocks when the expected return is low, even though expected volatility is high. This implication is particularly relevant for the stock market boom in the late 1990s, during which investors accepted a low expected return even though volatility rose to a historically high level. Indeed, as shown in Table 1, while volatility and the consumption-wealth ratio are both positively related to future stock market returns, they are negatively related to one another in the post-World War II sample. This pattern explains that, because of an omitted variable problem, the predictive power of the consumption-wealth ratio improves dramatically when past variance is also included in the forecast equation. As shown in Guo and Whitelaw (2003), it also explains why the early authors fail to find conclusive evidence of a positive risk-return relation, as stipulated by the CAPM.

There is an important conceptual issue of using the consumption-wealth ratio as a forecasting variable, because consumption and labor income data are subject to revision. In particular, Guo (2003c) finds that the predictive power of the consumption-wealth ratio deteriorates substantially if we use information available at the time of the forecast. It is
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6 Patelis (1997) suggests that variables such as the stochastically detrended risk-free rate forecast stock returns because these variables reflect the stance of monetary policies, which have state-dependent effects on real economic activities through a credit channel (e.g., Bernanke and Gertler, 1989).

7 However, it is puzzling that many authors (e.g., Campbell, 1987; Glosten, Jagannathan, and Runkle, 1993; and Lettau and Ludvigson, 2003) report a negative risk-return tradeoff in the stock market. As I will discuss here, these results reflect the fact that the early authors fail to control for the liquidity premium, which may be negatively related to the risk premium.
important to note that the use of real-time data does not call the predictive abilities of the consumption-wealth ratio into question. In fact, we expect the consumption-wealth ratio to have better predictive power in the current vintage data than in the real-time data because the latter is a noisier and potentially biased measure of its “true” value. Moreover, investors may obtain similar information from alternative sources; for example, Guo and Savickas (2003a) show that a measure of the (value-weighted) idiosyncratic volatility, which is available in real time, has forecasting abilities that are very similar to those of the consumption-wealth ratio. Therefore, as stressed by Lettau and Ludvigson (2003), it is appropriate to use the consumption-wealth ratio estimated from the current vintage data in this paper because I address the question of whether expected excess returns are time-varying.8

**CAMPBELL’S ICAPM**

In this section, I briefly discuss how stock market returns are determined in a rational expectations model (i.e., Campbell’s, 1993, ICAPM) if stock market returns and volatility are predictable. In particular, Campbell argues that the expected return on any asset is determined by its covariance with stock market returns and variables that forecast stock market returns. This simple exercise helps illustrate why the CAPM fails to explain the cross section of stock returns, as mentioned in the introduction.

Campbell’s ICAPM is quite intuitive. For example, because the consumption-wealth ratio is positively related to future stock market returns, a negative innovation in the consumption-wealth ratio indicates a low future expected return or worsened “future investment opportunities.” A stock is thus risky if its return is low when future investment opportunities deteriorate—that is, there is a negative shock to the consumption-wealth ratio. As a result, in addition to compensation for the market risk, investors require additional compensation on this stock because it provides a poor hedge for changing investment opportunities. Below, I briefly discuss the testable implications of Campbell’s ICAPM. Interested readers may look to Campbell (1993, 1996) for details.

Campbell’s ICAPM is a model of an infinite horizon economy, in which a representative agent maximizes an Epstein and Zin (1989) objective function,

\[ U_t = \left(1 - \beta\right)C_t^{1-(1/\sigma)} + \beta U_{t+1}^{1-(1/\gamma)} \left(1-\beta\right)C_t^{1-(1/\gamma)} \]

subject to the intertemporal budget constraint

\[ W_{t+1} = R_{m,t+1}(W_t - C_t) \]

In the above equations, \( C_t \) is consumption, \( W_t \) is aggregate wealth, \( R_{m,t+1} \) is the return on aggregate wealth, \( \beta \) is the time discount factor, \( \gamma \) is the relative risk aversion coefficient, \( \sigma \) is the elasticity of intertemporal substitution, and \( \theta \) is defined as \( \theta = (1-\gamma)/(1-(1/\gamma)) \). If we set \( \theta \) equal to 1, we obtain the familiar power utility function, in which the relative risk aversion coefficient is equal to the reciprocal of the elasticity of intertemporal substitution.

Suppose that there are \((K-1)\) state variables, \( X_{t+1} = [x_{1,t+1}, \ldots, x_{K-1,t+1}] \), lags of which forecast stock market return, \( r_{m,t+1} \), and its volatility.9 Also, \( r_{m,t+1} \) and \( x_{t+1} \) follow a first-order vector autoregressive (VAR) process:

\[ \begin{bmatrix} r_{m,t+1} \\ x_{t+1} \end{bmatrix} - A_0 - A \begin{bmatrix} r_{m,t} \\ x_t \end{bmatrix} = \begin{bmatrix} \epsilon_{1,t+1} \\ \vdots \\ \epsilon_{K,t+1} \end{bmatrix}, \]

where \( A_0 \) is a K-by-1 vector of intercepts, \( A \) is a K-by-K matrix of slope coefficients, and \( [\epsilon_{1,t+1}, \epsilon_{2,t+1}, \ldots, \epsilon_{K,t+1}] \) is a K-by-1 vector of error terms, which are orthogonal to the lagged state variables. Campbell (1993) shows that, if stock market returns and volatility are predictable, as shown in equation (3), the expected return on any asset, e.g., \( r_{t+1} \), is determined by its covariance with stock market returns and variables that forecast stock market returns:

\[ E_t r_{t+1} - r_{f,t+1} + \frac{V_{f,t+1}}{2} = \gamma V_{m,t} + \sum_{k=1}^{K} (\gamma^k - \frac{\theta\psi}{\sigma}) \lambda_{hk} V_{k,t}, \]

where \( r_{f,t+1} \) is the risk-free rate, \( V \) is conditional variance or covariance, \( \Psi \) is the coefficient relating stock market return to volatility, and \( \lambda_{hk} \) is a function of...
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8 I focus on the consumption-wealth ratio in this article because, as mentioned, it is a theoretically motivated variable. In contrast, the idiosyncratic volatility forecasts stock returns because of its co-movements with the consumption-wealth ratio, and such a link has not been well understood. Also, the consumption-wealth ratio is available in a longer sample than the idiosyncratic volatility.

9 \( r_{m,t+1} \) is the log of return on aggregate wealth, \( R_{m,t+1} \).
of $A$. In particular, excess stock market return is given by
\[ r_{m,t+1} - r_{f,t+1} + \frac{\varepsilon^2_{m,t+1}}{2} - \gamma^2_{m,t+1} = u_{m,t+1}, \]
where $\varepsilon_{m,t+1}$ is the shock to the stock market return, which I also denote as $\varepsilon_{i,t+1}$ in equation (3). Equation (5) indicates that stock market return is predictable because its covariances with state variables—for example, stock market volatility, $\varepsilon^2_{m,t+1}$—are predictable.

Campbell’s ICAPM of equations (3) and (5) can be estimated using the generalized method of moments (GMM) by Hansen (1982). I use a quarterly sample spanning from 1952:Q4 to 2000:Q4, with a total of 193 observations. To mitigate the potential small sample problem, I follow the advice of Ferson and Foerster (1994) and use the iterative GMM unless otherwise noted. I assume that the error terms in equations (3) and (5) are orthogonal to the lagged state variables and have zero means. Equation (3) is exactly identified. In equation (5), there are two parameters, $\gamma$ and $\frac{\theta\psi}{\sigma}$, and $K + 1$ orthogonality conditions. The equation system, therefore, is over-identified with $K - 1$ degrees of freedom. Hansen’s (1982) $j$-test can be used to test the null hypothesis that the pricing error of equation (5), $u_{m,t+1}$, is orthogonal to the lagged state variables and has a zero mean. We can also back-out the price of risk for each factor using the formula
\[ p_i = \gamma + (\gamma - 1) \frac{\theta\psi}{\sigma} \lambda_{hi}, \]
where $p_i$ is the risk price for stock market returns and $p_i$ is the risk price for forecasting variable $i$.

If we impose the restriction that $\Psi$—the parameter for time-varying stock market volatility—is equal to zero, we obtain the special case analyzed by Campbell (1996), in which volatility changes have no effects on asset prices. It should be noted that, as discussed in footnote 10, equation (4) or (5) is a special case of Campbell’s ICAPM with time-varying volatility. Under general conditions (e.g., conditional stock market volatility is a linear function of lagged state variables), I (Guo, 2002) show that conditional stock market return is still a linear function of its covariances with state variables, but the risk prices are complicated functions of the underlying structural parameters. For robustness, I also estimate equation (5) by assuming that the risk prices are free parameters. It should also be noted that equation (5) reduces to the familiar CAPM if we drop the covariances between stock market returns and the forecasting variables. These four specifications are nested, and the $D$-test proposed by Newey and West (1987) can be used to test the restrictions across these specifications.

Table 2 summarizes the specifications of the four models investigated in this paper. Model I is the CAPM, in which I assume that the covariances with variables that forecast stock market returns have no effects on asset prices. It should be noted that, as discussed in footnote 10, equation (4) or (5) is a special case of Campbell’s ICAPM with time-varying volatility, in which the parameter $\frac{\theta\psi}{\sigma}$ is restricted to be zero. In Model III, I allow volatility changes to affect the expected stock market return and estimate $\frac{\theta\psi}{\sigma}$ as a free parameter. Model IV is the general case of Campbell’s ICAPM, in which I estimate the risk prices as free parameters. In models II and III, I estimate the structural parameters $\gamma$ and/or $\frac{\theta\psi}{\sigma}$ and use equation (6) to back-out the risk prices. The risk prices are estimated directly in models I and IV.

### EMPIRICAL RESULTS

Before presenting the empirical results, I want to emphasize that Campbell’s ICAPM is not a general
equilibrium model, because it takes stock return predictability as given. Therefore, the test of Campbell’s ICAPM is a joint test of an equilibrium model, which explains the choice of forecasting variables. This explains, in contrast with my results, that the early authors such as Campbell (1996), Li (1997), and Chen (2002) find little support for Campbell’s ICAPM because they use different sets of forecasting variables.

Table 3 presents the empirical results. Consistent with asset pricing theories, the relative risk aversion coefficient, $\gamma$, is statistically positive with a point estimate of about 6.5 in model I. However, the $f$-test rejects the model at the 1 percent significance level, indicating that the stock return predictability cannot be explained solely by predictable variations in volatility. This result, which is consistent with Harvey (1989), should not be a surprise. Table 1 shows that other variables such as the consumption-wealth ratio and the stochastically detrended risk-free rate also forecast stock market returns. Their covariances with stock market returns, therefore, are also components of the expected stock market return, as shown in equation (5).

In model II, the relative risk aversion coefficient is also significantly positive, with a point estimate of about 32.8. Moreover, the risk prices of all factors are statistically significant with expected signs. In particular, the covariance with the consumption-wealth ratio, $cay$, and realized stock market variance, $\sigma_m^2$, is positively priced because these two variables are positively related to future stock market returns, as shown in Table 1. Similarly, the covariance with the stochastically detrended risk-free rate, $r_{rel}$, is negatively priced because it is negatively related to future stock market returns. The price of the market risk, $r_m$, is positive; its point estimate of 9.5, however, is much smaller than that of the relative risk aversion coefficient. This result, as argued by Campbell (1996), reflects the mean-reversion in stock market returns. However, there is only weak support for model II: It is not rejected at the 10 percent significance level by the $J$-test.

In model III, the coefficient is negative and statistically significant. This should not be a surprise given mounting evidence of large fluctuations in
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### Table 3

<table>
<thead>
<tr>
<th>Model</th>
<th>$\gamma$</th>
<th>$\theta \psi / \sigma$</th>
<th>$r_m$</th>
<th>$cay$</th>
<th>$\sigma_m^2$</th>
<th>$r_{rel}$</th>
<th>$J$-test ($p$-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>6.53</td>
<td>6.53</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\chi^2(4) = 14.01$</td>
</tr>
<tr>
<td></td>
<td>(5.12)</td>
<td>(5.12)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.01)</td>
</tr>
<tr>
<td>II*</td>
<td>32.82</td>
<td>9.50</td>
<td>441.67</td>
<td>405.79</td>
<td>–807.87</td>
<td>$\chi^2(4) = 7.12$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(3.35)</td>
<td>(3.13)</td>
<td>(2.79)</td>
<td>(3.37)</td>
<td>(–3.17)</td>
<td>(0.13)</td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>31.29</td>
<td>8.91</td>
<td>449.16</td>
<td>447.76</td>
<td>–719.24</td>
<td>$\chi^2(3) = 0.73$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.31)</td>
<td>(2.02)</td>
<td>(2.10)</td>
<td>(2.40)</td>
<td>(–2.58)</td>
<td>(0.87)</td>
<td></td>
</tr>
<tr>
<td>IV</td>
<td>9.32</td>
<td>9.32</td>
<td>71.44</td>
<td>387.39</td>
<td>–739.37</td>
<td>$\chi^2(1) = 0.04$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.03)</td>
<td>(0.18)</td>
<td>(1.27)</td>
<td>(–0.94)</td>
<td>(–2.58)</td>
<td>(0.85)</td>
<td></td>
</tr>
</tbody>
</table>

#### D-test ($p$-value)

- I vs. IV: $\chi^2(3) = 19.64$ (0.00)
- II vs. IV: $\chi^2(3) = 7.19$ (0.07)
- II vs. III: $\chi^2(1) = 5.60$ (0.02)
- III vs. IV: $\chi^2(2) = 1.01$ (0.60)

NOTE: * I use the identity matrix as the initial weighting matrix and use five iterations; *-statistics are in parentheses unless otherwise indicated.
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11 The price of the market risk is equal to the relative risk aversion coefficient in the CAPM.
Moreover, model III fits the data pretty well: It is not rejected at the 80 percent significance level, according to the $J$-test. Nevertheless, the point estimates of the relative risk aversion coefficient and the risk prices are similar to those reported in model II. Finally, we find that model IV, the most general specification, also explains the dynamic of stock market returns well.

The $D$-test reveals a similar pattern. Model I is overwhelmingly rejected relative to model IV, indicating that the CAPM cannot explain the dynamic of stock market returns. Model II is also rejected relative to models III and IV, indicating that changes in volatility have important effects on asset prices. However, we cannot reject model III relative to model IV at the 60 percent significance level. Therefore, equation (4) or (5) provides a good approximation for the effect of return heteroskedasticity. One advantage of model III is that it allows us to estimate the structural parameter of the relative risk aversion coefficient, $\gamma$.

In Figure 3, I use the estimation results of model III in Table 2 to decompose the average stock market return into its covariances with the four risk factors and the pricing error. It shows that, although the market risk is an important determinant of the average return, the risk premiums on $cay$, $\sigma^2_m$, and $rrel$ are also substantial. The pricing error, however, is very small relative to the average return, which confirms the $J$-test in Table 3.

Figure 3 sheds light on the failure of the CAPM, as argued by Fama and French (2003), among others: The market risk is not the only determinant of stock returns when conditional stock market return and volatility change over time. For example, as mentioned in the introduction, value stocks earn higher average returns than growth stocks, even though their covariances with stock market returns are similar. This is because value stocks have higher covariances with $cay$ than growth stocks; similarly, the momentum profit is explained by the fact that the past winners have higher covariances with $\sigma^2_m$ than the past losers do (Guo, 2002). Brennan, Wang, and Xia (forthcoming) and Campbell and Vuolteenaho (2002) also find that a hedge for changing investment opportunities explains the value premium, although they use different instrumental variables.

Lastly, I want to stress that, although many financial economists agree that the CAPM does not explain the cross section of stock returns, they disagree on the source of the deviation from the CAPM. This is because the early authors test the CAPM using portfolios formed according to various characteristics, such as book-to-market value ratios, and the failure of the CAPM is consistent with a host of alternative hypotheses. For example, while Fama and French (2003) interpret the value premium as being consistent with ICAPM, Lakonishok, Shleifer, and Vishny (1994) and MacKinlay (1995) attribute it to irrational pricing and data mining. Based on
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12 Ang et al. (2003) also find that stock market volatility is a significantly priced risk factor.

13 The value premium is the return on a portfolio that is long in stocks with high book-to-market value ratios and short in stocks with low book-to-market value ratios.
Campbell’s ICAPM or equation (4), Guo and Savickas (2003b) provide some new insight on this issue by forming portfolios on conditionally expected returns. In particular, they use the same variables used in this paper to make out-of-sample forecasts for individual stocks and then sort the stocks into decile portfolios based on the forecast. They show that the decile portfolios, which are motivated directly from the ICAPM and thus not vulnerable to the criticism of data mining or irrational pricing, pose a serious challenge to the CAPM. Their results provide direct support for ICAPM.

CONCLUSION

In this article, I provide a brief survey of rational pricing explanations for stock return predictability. For illustration purposes, I also estimate and test a variant of Campbell’s ICAPM, which allows for time-varying conditional return and volatility. Consistent with the recent authors, ICAPM appears to explain the dynamic of stock market returns better than the CAPM does. The results suggest that stock return predictability is important for understanding asset pricing.
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DATA DESCRIPTIONS

Because the consumption-wealth ratio, $c_{ay}$, is available on a quarterly basis, I analyze a quarterly sample spanning from 1952:Q4 to 2000:Q4, with a total of 193 observations. Following Merton (1980), among many others, realized stock market variance, $\sigma_m^2$, is the sum of the squared deviation of the daily excess stock return from its quarterly average in a given quarter. It should be noted that, as in Campbell et al. (2001), I make a downward adjustment for the realized stock market variance of 1987:Q4, on which the 1987 stock market crash has a compounding effect. The stochastically detrended risk-free rate, $r_{rel}$, is the difference between the risk-free rate and its average over the previous four quarters, and the quarterly risk-free rate is approximated by the sum of the monthly risk-free rate in a quarter. The consumption-wealth ratio data were obtained from Martin Lettau at New York University. I obtain the daily value-weighted stock market return from the Center for Research in Security Prices (CRSP) at the University of Chicago. The daily risk-free rate is not directly available, but I assume that it is constant within a given month. The monthly risk-free rate is also obtained from the CRSP. The real stock market return, $r_m$, is the difference between the CRSP value-weighted market return and the inflation rate of the consumer price index obtained from the Bureau of Economic Analysis.