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1 Darryl Francis and the Making of Monetary Policy, 1966-1975

R. W. Hafer and David C. Wheelock

Darryl Francis was president of the Federal Reserve Bank of St. Louis from 1966 to 1975. Throughout those years he was a leading critic of U.S. monetary policy. Francis argued in policy meetings and public venues that monetary policy should focus on maintaining a stable price level. In contrast, most policymakers at the time believed it possible to exploit a tradeoff between unemployment and inflation. While Francis attributed inflation directly to excessive growth of the money stock, other policymakers blamed labor and product market failures, fiscal policy, and commodity price shocks. Francis argued that inflation could not be controlled except by limiting the growth of monetary aggregates; other policymakers promoted price controls or other schemes. Francis favored maintaining a stable money stock growth rate at a time when monetary policy was widely interpreted as involving the manipulation of interest rates. Reviewing the debates between Francis and his Federal Reserve colleagues improves our understanding of the reasons behind the Fed's monetary policy actions at the time and illuminates how policy views evolved within the System toward accepting price level stability as the paramount, long-run objective for monetary policy.

13 NAFTA and the Geography of North American Trade

Howard J. Wall

Debates over the desirability of a preferential trading area frequently begin with the supposition that it will have two effects on the volume of trade: It will increase trade between members of the trading area and decrease trade between members and nonmembers. This paper demonstrates, however, that at the regional level the effects of the North American Free Trade Agreement (NAFTA) might have been much more complicated than what is
normally supposed. Specifically, according to gravity model estimates, NAFTA has meant (i) less trade between Eastern Canada and the United States and Mexico, (ii) more trade between Central Canada and the United States and Mexico, and (iii) more trade between Western Canada and Mexico but no change in the volume of trade between Western Canada and the United States. The model also indicates that NAFTA has decreased trade between Canadian regions and both Europe and Asia, while increasing Mexico’s trade with Asia.

27 On the Pervasive Effects of Federal Reserve Settlement Regulations

Ken B. Cyree, Mark D. Griffths, and Drew B. Winters

To manage their reserve positions, depository institutions in the United States actively buy and sell deposits at the Federal Reserve Banks via the federal funds market. Beginning in 1991, the Eurodollar market also became an attractive venue for trading deposits at the Federal Reserve Banks. Prior to 1991, the Federal Reserve's statutory reserve requirement on Eurocurrency liabilities of U.S. banking offices discouraged use of Eurocurrency liabilities as a vehicle for trading deposits at the Federal Reserve. This impediment was removed in December 1990. Beginning in January 1991, the overnight instruments in the federal funds market and in the Eurodollar markets, except for minor differences in risk, became similar vehicles for exchanging deposits at Federal Reserve Banks. Because the risk characteristics of the instruments differ, the law of one price need not hold precisely across the two markets. Yet, the authors hypothesize that, beginning in 1991, the two trading instruments became close enough substitutes that price pressures in one market began to show through to the other. Herein, the authors examine overnight LIBOR for U.S. bank settlement effects. During the period when the federal funds market and Eurodollar markets are similar venues for trading deposits at Federal Reserve Banks, they find strong settlement effects in overnight LIBOR. However, during the period when Eurocurrency liabilities carry a reserve tax, they find no evidence of a settlement effect in overnight LIBOR. Their results suggest that (i) the microstructure of the federal funds market spills over into the markets for substitute assets and (ii) Federal Reserve rules have implications beyond U.S. borders.

47 Identifying Business Cycle Turning Points in Real Time

Marcelle Chauvet and Jeremy M. Piger

This paper evaluates the ability of a statistical regime-switching model to identify turning points in U.S. economic activity in real time. The authors work with a Markov-switching model fit to real gross domestic product and employment data that, when estimated on the entire postwar sample, provides a chronology of business cycle peak and trough dates close to that produced by the National Bureau of Economic Research (NBER). Next, they investigate how accurately and quickly the model would have identified NBER-dated turning points had it been used in real time for the past 40 years. In general, the model identifies turning point dates in real time that are close to the NBER dates. For both business cycle peaks and troughs, the model provides systematic improvement over the NBER in the speed at which turning points are identified. Importantly, the model achieves this with few instances of “false positives.” Overall, the evidence suggests that the regime-switching model could be a useful supplement to the NBER Business Cycle Dating Committee for establishing turning point dates. It appears to capture the features of the NBER chronology accurately and swiftly; furthermore, the method is transparent and consistent.
Today, it is widely acknowledged that the fundamental mission of monetary policy is to maintain the long-run stability of the price level. Economists and policymakers generally agree that persistent changes in the price level (inflation and deflation) are, in the long run, caused by growth of the money stock in excess of the growth of total output. It is thought, moreover, that monetary policy can best promote high employment and maximum sustainable economic growth by maintaining reasonable stability of the price level. The charter of the European Central Bank, as well as legislation governing the behavior of central banks in several countries, specifies price stability as the sole objective for monetary policy. The Federal Reserve, by contrast, is assigned multiple policy objectives—"maximum employment, stable prices, and moderate long-term interest rates" (Federal Reserve Reform Act of 1977). Nevertheless, in recent years U.S. monetary policy has been consistent with a gradual reduction in the rate of inflation to the point where many economists believe that price level stability, for practical purposes, has been achieved.

The consensus about the importance of price level stability and the role of monetary policy is a fairly recent development. The macroeconomic paradigm that emerged from the Great Depression and dominated from the 1940s to about 1980 held that full employment should be the primary objective of monetary and fiscal policy. Stabilization policy was viewed as choosing from among a menu of unemployment and inflation rates along a stable Phillips curve. Many economists and policymakers viewed moderate inflation as an acceptable cost of maintaining full employment. During the 1950s the Federal Reserve frequently was criticized for paying “excessive” attention to inflation, to the detriment of employment and output growth.

Perhaps in part a response to such criticism, in the early 1960s the Fed’s monetary policy generally became more expansionary. Inflation began to rise in 1965 and continued to increase through the 1970s. Unemployment fell at first, but during the 1970s the average rate of unemployment was higher than it had been during the preceding two decades. Moreover, inflation, unemployment, and real output growth all became more variable as the average rate of inflation increased.

Not surprisingly, the poor performance of the macroeconomy during the 1970s brought the Federal Reserve much criticism. Among professional economists, once-dominant views about the roles of monetary and fiscal policy began to shift. Experience demonstrated the folly of those policies designed to exploit a tradeoff between unemployment and inflation and showed that expansionary monetary policy could not permanently lower the unemployment rate or increase the growth rate of real output. By October 1979, when Federal Reserve officials finally resolved to bring inflation under control, the costs of disinflating were substantially higher than they would have been earlier in the decade when inflation was lower and less entrenched.

This paper examines alternative views about monetary policy within the Federal Reserve System from the mid-1960s to the mid-1970s. We highlight the views of Darryl Francis, president of the Federal Reserve Bank of St. Louis from 1966 to 1975. In contrast to most of his Fed colleagues, Francis argued that monetary policy should concentrate on halting inflation. He believed that the influence of monetary policy on the unemployment rate was unpredictable and at best temporary. He was an early proponent of the view that the unemployment rate (and real output growth) tends toward a “natural” rate determined by factors outside the control of monetary policymakers. Francis argued that the Fed should maintain a steady growth rate of the money stock and blamed the Fed’s targeting of interest rates and money market conditions for producing destabilizing swings in money stock growth.
Darryl Francis’s death in early 2002 prompted this historical account of his policy views and the debates within the Fed when he was president of the St. Louis Bank. Reviewing the economic events and debates of this period not only provides a better understanding of the reasons behind the Fed’s monetary policy actions, but also illuminates how policy views within the System evolved toward recognizing price level stability as the principal long-run objective for monetary policy.

The next two sections set the stage for our review of Francis’s policy positions. First we summarize macroeconomic conditions from the 1950s through the 1970s, and then we describe the development of monetary policy from 1951 to 1966, when Francis became president of the St. Louis Fed. The subsequent section describes Francis’s views about key policy issues by drawing extensively on his speeches and remarks at Federal Open Market Committee (FOMC) meetings. We highlight differences between the views of Francis and the consensus of his FOMC colleagues.

MACROECONOMIC OVERVIEW

In March 1951, the Federal Reserve and U.S. Treasury reached an agreement (the “Accord”) that freed the Fed from an obligation to maintain specific yield ceilings on U.S. government securities. The agreement was sparked by a sharp increase in the rate of inflation in 1950 and early 1951 and the desire of Fed officials to halt the rise by limiting the growth of bank reserves and the money stock. Under the Accord the Fed agreed to continue to support the government securities market temporarily when the Treasury issued new debt, but yields were permitted to find their market levels as the Fed directed its focus toward containing inflation.

Inflation declined sharply in 1952 and remained low until 1956, as Figure 1 shows. After reaching an annual rate of nearly 4 percent in 1957, inflation declined to under 2 percent and remained remarkably steady until 1965. The rate of inflation then began to move upward in successive waves, with peaks in 1970, 1974, and 1980. Each peak came during a recession and followed deliberate actions by the Federal Reserve to tighten policy. In each successive cycle, however, the inflation nadir and subsequent peak were higher than those associated with the previous cycle. In 1980 the consumer price index increased at a 13.5 percent annual rate, its highest annual rate since 1947 when wartime price controls had just been lifted.

We plot the unemployment rate over the same years in Figure 2. The unemployment rate fluctuated considerably during the 1950s, then fell almost

---

1 We focus on Francis’s professional contributions. For more personal reflections, see Poole (2001, 2002) and Jordan (2001).
continuously from 1963 to 1969 to end the decade below 4 percent. Much of the decline came as inflation was rising, suggesting that Federal Reserve officials had revised their preferences in favor of a lower unemployment rate and were willing to accept higher inflation as the cost of pushing the unemployment rate down.

The unemployment rate did not continue to fall during the 1970s, even though inflation continued to rise. As Figure 2 shows, the unemployment rate increased sharply during the recession of 1970; though it declined during the subsequent recovery, it did not fall below 5 percent. Another recession in 1974-75 pushed the unemployment rate above 8 percent. In the subsequent recovery, the rate again fell to a low point that was higher than that of the previous expansion. Finally, during the 1981-82 recession the unemployment rate peaked at over 10 percent—its highest level since the Great Depression.

Although short-run peaks in the unemployment rate tended to occur when the inflation rate was falling, the negative correlation between annual rates of unemployment and inflation that characterized the 1960s was absent during the 1970s and early 1980s. As shown in Figure 3, unemployment and inflation rates appear to have followed a predictable Phillips curve pattern—higher unemployment rates associated with lower inflation—during the 1960s. From 1970 to 1982, however, the correlation between unemployment and inflation rates was low. Moreover, both rates followed upward trends over the period, which ran counter to a view commonly held during the 1960s that expansionary monetary policy could permanently lower the average rate of unemployment.\(^2\)

It is beyond the scope of this paper to identify the sources of specific changes in inflation or unemployment during the 1960s and 1970s. Oil price shocks in 1973 and 1979 and other supply-side disturbances are often blamed for much of the adverse movements in unemployment and the price level during the 1970s.\(^3\) The increasing trend rate of inflation is today widely attributed to a rising average growth rate of the money stock. The association between money stock growth and inflation is illustrated in Figure 4, where we plot the growth rate of M1, a narrow monetary aggregate, alongside the inflation rate.\(^4\) The figure illustrates that money growth and inflation moved inversely in the short run, reflecting the Fed’s attempts to tightening policy in response to higher inflation. Over the longer term, however, the upward trend in the rate of inflation was associated with a similar trend in money stock growth.

---

\(^2\) Hafer and Wheelock (2001) provide a summary of alternative views during the 1960s about the association between inflation and unemployment in the long run.

\(^3\) See Barsky and Kilian (2001) for an alternative view.

\(^4\) We plot M1 growth because it was the aggregate favored by Darryl Francis and Federal Reserve Bank of St. Louis staff. M2 growth behaved similarly, however, during the period illustrated here.
growth. Like inflation and unemployment, M1 growth rose and fell in waves, with both growth rate peaks and troughs as high or higher than those of the previous cycle.

**MONETARY POLICY FROM THE ACCORD TO 1966**

We assert that neither the trend nor the variability of money stock growth, inflation, or the unemployment rate during the late 1960s and the 1970s reflected a well-designed monetary policy. To provide some information on how policy decisions were made during these years, we briefly review economic policy developments in the period preceding the “Great Inflation” of 1966-80.

During the 1950s, monetary policy focused largely on the threat of inflation. Inflation fell sharply in 1952 when the Fed began to exercise its new independence. Following the 1953-54 recession, however, inflation seemed poised to increase again. Federal Reserve Chairman William McChesney Martin vowed not to repeat the mistake of the previous cycle. The consensus view, both outside and inside the Fed, placed on monetary policy. I can readily agree with those who placed on monetary policy. I can readily agree with those who favored the use of fiscal policy tools to stimulate rapid economic growth. In the Kennedy administration, writes Okun (1970, pp. 40-41), “the standard for judging economic performance [focused on] whether the economy was living up to its potential rather than merely whether it was advancing... As long as the economy was not realizing its potential, improvement was needed and government had a responsibility to promote it.”

The principal economic advisors in the Kennedy administration were prominent Keynesians who favored the use of fiscal policy tools to stimulate rapid economic growth. In the Kennedy administration, writes Okun (1970, pp. 40-41), “the standard for judging economic performance [focused on] whether the economy was living up to its potential rather than merely whether it was advancing... As long as the economy was not realizing its potential, improvement was needed and government had a responsibility to promote it.”

The Economic Report of the President for 1962 outlined the problem as Kennedy’s advisors saw it: “Expectations in 1962 were colored by the suspicion that underutilization was to be the normal state of the American economy...[and] inadequate demand remains the clear and present danger to an improved economic performance” (1963, p. 23). The Report stated explicitly that “demands originating in the private economy are insufficient by themselves to carry us to full employment...[and] the Federal Government can relax its restraints on the expansionary powers of the private economy” by reducing taxes and reforming the tax system (1963, p. 32).

Where did monetary policy fit into this scheme? The consensus view, both outside and inside the Fed,

---

5 Stein (1969) notes that the Fed was supported in its policy by the Eisenhower administration and by many in the academic community.

6 The business cycle peaked in August 1957, and the downturn continued to April 1958. A common view at the time was that this recession was “only an interruption in the inflationary pressure, and the fact that it did not result in any decline of the price indexes was considered highly ominous” (Stein, 1969, p. 319).

7 The FOMC focused on interest rates and free reserves (i.e., excess less borrowed reserves), not money stock growth, in its policy deliberations. When the Fed desired a tighter policy, it would use open market operations to reduce (or limit the growth of) bank free reserves to increase the market yields on Treasury securities. Similarly, to ease monetary policy, the Fed would increase free reserves to reduce market yields. Friedman (1960) and Brunner and Meltzer (1964), among others, argued that this approach caused undesirable swings in money stock growth that interfered with the Fed’s ability to achieve the broad policy objectives of price stability, low unemployment, and economic growth.

8 The belief that fiscal policy was a potent tool in economic stabilization was not confined to the White House. Fed Chairman Martin (1961, p. 279), testified to the Joint Economic Committee on March 7, 1961, that in the fight against inflation “undue reliance has perhaps been placed on monetary policy. I can readily agree with those who would have fiscal policy... carry a greater responsibility for combating inflation.”
was that monetary policy should accommodate the needs of fiscal policy, which meant keeping interest rates low. Although nominally constrained by the continuing balance of payment deficits, monetary policy was generally consistent with the Kennedy administration’s desires. Okun (1970, p. 55) writes that “the Fed did not ‘lean against the wind’ during 1961-65. As long as the economy continued to operate below its potential and prices remained stable, the Fed was prepared to provide the liquidity to sustain the advance.”

Extended summaries of the FOMC Memoranda of Discussion corroborate Okun’s view, although there probably was more concern expressed about a possible resurgence of inflation in FOMC deliberations than in White House meetings. For example, at an FOMC meeting on December 17, 1963, Federal Reserve Chairman Martin commented that the “whole western world was again faced with the specter of inflation… and he was opposed to inflation because it led to deflation. There were those who believed that unemployment could be cured by easy money. He doubted this… Budget, fiscal and wage-price policies had more fundamental effects” (FOMC, December 17, 1963, p. 55-56).

The Phillips curve was cemented firmly into the policy calculus of administration advisors and many Federal Reserve economists. Using this framework, the president’s advisors estimated that if the economy were operating at its potential, the unemployment rate would be approximately 4 percent and the inflation rate would be about 2 percent. Fiscal and monetary policies were not considered adequately expansionary if the unemployment rate rose above 4 percent.

After declining steadily since 1961, full employment (i.e., a 4 percent unemployment rate) was achieved in 1965. Although many economists and policymakers recognized that expansionary policies could lead to higher inflation, consumer price inflation appeared to be contained. Wholesale prices, however, began to rise rapidly in 1965. With federal budget deficits also expanding, fears of higher inflation were ignited. Nevertheless, by September 1965, Fed Chairman Martin opined that price pressures were not sustainable and that “it would be desirable to keep to the status quo, with the [Open Market] Desk maintaining market conditions on as even a keel as possible at this juncture” (FOMC, September 28, 1965, p. 94).

Martin’s views changed quickly. Inflation became more apparent as 1965 was drawing to a close. Despite pressure from the White House, Martin and other Fed officials began to advocate a more restrictive policy. Martin stated at an FOMC meeting in late November that “if any Reserve Bank should come in with an increase in the discount rate he would be prepared to approve” (FOMC, November 23, 1965, p. 87). On December 6, 1965, the discount rate was increased from 4 to 4.5 percent. The Board of Governors was deeply divided over the increase—four members voted to approve the increase and three opposed. The Johnson administration and some members of Congress were publicly critical of the Fed’s move, with some administration officials even questioning whether the Fed should have the power to act independently.

Foreshadowing later episodes, the Fed’s effort to contain inflation was short-lived. Monetary policy tightened further in mid-1966, but the Fed soon relented under pressure that intensified when interest-sensitive sectors of the economy began to show signs of weakness. By early 1967 monetary policy, as measured by the growth of monetary

---

9 The March 26, 1963, FOMC meeting, which ended in agreement to not change course, produced a policy directive that is representative of the times: “This policy [to accommodate moderate growth in bank credit and minimize capital outflows] takes into account the continuing adverse United States balance of payments position and the increases in bank credit, money supply, and the reserve base in recent months, but at the same time recognizes the limited progress of the domestic economy, the continuing underutilization of resources, and the absence of general inflationary pressures” (FOMC, 1963, p. 47).

10 The Memoranda of Discussion are not verbatim transcripts of FOMC meetings, but rather summaries of statements made by meeting participants.

11 Some administration advisors helped develop the Phillips curve for policy use. See, for example, Samuelson and Solow (1960). See Taylor (1997) for a discussion of how use of the Phillips curve led to an inflation bias in policy.

12 See Hetzel (1995) for additional detail. The impression one gets from interviews with former Fed officials is that the FOMC did not explicitly use the Phillips curve in its discussions. Still, the policy discussion available in the FOMC Memoranda of Discussion suggests that such a tradeoff was recognized and affected policy decisions. See Mayer (1995, 1999).

13 St. Louis Fed president Harry Shuford, Francis’s predecessor, argued for monetary restraint at an FOMC meeting on November 2, 1965. He and a few others recognized that “The economy was operating near capacity, and at this time the rate of increase in spending appeared to be faster than the growth in ability to produce” (FOMC, 1965, p. 23). Fed Governor Charles Shepardson concurred, stating that “the rate of recent expansion was unsustainable, and at some point steps must be taken to try to dampen it” (FOMC, 1965, p. 34).

14 For example, Gardner Ackley, Chairman of the Council of Economic Advisors, argued that “The Federal Reserve System is part of the government, and should be responsible to the administration” (cited in Hetzel, 1995, p. 19).
aggregates, had once again become extremely expansionary.\textsuperscript{15}

**THE FRANCIS YEARS**

Darryl Francis became president of the Federal Reserve Bank of St. Louis in 1966. In the tradition of his predecessors, he was an outspoken critic of the Fed’s monetary policies.\textsuperscript{16} Francis strongly supported the goal of halting inflation, but felt that the Fed’s actions in late 1965 and early 1966 had been too timid. At an FOMC meeting on May 10, 1966, he noted that the monetary aggregates were continuing to grow rapidly, which he attributed to the Fed’s reluctance to allow interest rates to rise. At the subsequent FOMC meeting on June 28, he pointed out that “while it was generally believed that interest rates had been rising in a restrictive manner during the past year, they had, in a very real sense, not done so. The cost of money to the borrower and the return to the saver were affected by changes in the value of the dollar. When one adjusted market interest rates for the decline in the value of the dollar [i.e., for inflation]... one found that interest costs had not risen at all in the past year... During the year market interest rate increases had provided no restriction to the excessive total demand” (FOMC, June 28, 1966, p. 65).

Measured by Francis’s preferred gauge of monetary policy—the growth of monetary aggregates—policy became considerably tighter as 1966 progressed. By autumn, Francis voiced concerns that monetary policy had become too tight: “Monetary developments since last spring had been restrictive... Member bank reserves had declined moderately, growth of bank credit had slowed markedly, and the money supply had changed little on balance... Care now had to be taken to avoid becoming too restrictive... Steps should be taken to avoid any sustained monetary contraction, as well as to avoid a renewal of the rapid monetary expansion that occurred last winter and spring” (FOMC, November 1, 1966, pp. 78-79).

Francis’s statements at FOMC meetings during his first year in office reflected fundamental views about monetary policy that he shared with other monetarists. The quotes above, for example, illustrate his belief that the stance of monetary policy is measured appropriately by the growth rates of monetary aggregates, not the level of interest rates, and that the Fed should keep the money stock growing at a steady pace, rather than allow it to fluctuate widely. His calls for targeting the money stock growth rate and for focusing monetary policy exclusively on containing inflation, while gaining some support in academic circles, put him at odds with most of his Fed colleagues. In this section, we examine Francis’s policy pronouncements in detail and how they challenged the prevailing consensus among Federal Reserve policymakers.\textsuperscript{17}

**Monetary Policy and Employment**

Many of Francis’s policy views would not be controversial today, but fell outside the mainstream during his tenure at the Fed. For example, a dominant view among macroeconomists at that time was that the government should respond to any shortfalls in employment or output growth. The Fed was widely accused of having been overly concerned with preventing inflation during the 1950s, which many economists claimed had kept the unemployment rate higher than necessary.\textsuperscript{18} Although reasonable stability of the price level was seen as desirable, many economists and policymakers argued that modest inflation was an acceptable cost of achieving high employment. Moreover, many claimed that any inflation that did occur when the economy was at less than full employment was due not to monetary policy but to “excessive” increases in wages or other costs.

Although widely held, the mainstream views about inflation and the role of monetary policy did not go unchallenged. Friedman (1968) and Phelps (1967) argued that the unemployment rate would tend toward a “natural rate” in the long run, irrespective of the rate of inflation. Friedman preached that “inflation is always and everywhere a monetary phenomenon” and argued that fluctuations in money stock growth historically had been a principal

\textsuperscript{15} See Cagan (1972) for a detailed discussion of monetary policy during this period.

\textsuperscript{16} Francis’s predecessors at the St. Louis Bank, Delos Johns and Harry Shuford, also argued for the use of monetary aggregates in the conduct and description of policy. This tradition no doubt reflected the influence of Homer Jones, who was the director of research at the St. Louis Fed from 1958-71. Jones’s influence is examined in a special volume of the *Journal of Monetary Economics* (1976).

\textsuperscript{17} Although Francis’s intellectual debt to his research staff and others should not be ignored, it was Francis who advocated these unpopular ideas and new research results in FOMC policy discussions and public venues.

\textsuperscript{18} For example, see the views expressed by participants in a symposium on (then) recent monetary policy in the *Review of Economics and Statistics* (1960).
cause of short-run fluctuations in real output and employment. By fixing money stock growth at the long-run growth rate of real output (adjusted for the trend growth of velocity), Friedman claimed that the price level would remain stable and monetary policy would not contribute to business cycle fluctuations.19

Francis shared many of Friedman’s views and advocated them in policy discussions. Francis decried attempts to use monetary policy to control the unemployment rate, claiming that “Use [of monetary policy] as a short-run stabilizing tool produces costs in terms of lost employment and output and undesired price level movements” (1972, p. 34). Further, he argued, “I am convinced that future stabilization of our economy depends heavily upon a moderate and stable growth of the money stock. But if the pronouncements of critics of the monetarist view are heeded, the result will most likely be erratic fluctuations in the money stock caused by attempts to ‘fine tune’ the economy. Such fluctuations will necessarily cause periods of inflation and will be frequently accompanied by unacceptable levels of unemployment” (1972, p. 38). In Francis’s view, “stop-go” monetary policy, by which he meant abrupt shifts from slow to rapid growth of the money stock, was an important cause of fluctuations in output growth and inflation: “Only by eliminating the stop-go stabilization actions...could [monetary] policy makers permanently improve the total social welfare and avoid acting as the architects of successive waves of intensifying inflation and recession” (FOMC, April 6, 1971, pp. 77-78).

Today, Francis might be described as an inflation “hawk” because he often argued that monetary growth was too fast and inflation too high. In the fall of 1966 and again in October 1969, however, Francis pressed for an easier monetary policy because he believed that monetary growth was too slow and the danger of recession was high. On the latter occasion he argued that “The studies made at his Bank indicated...that, if the System did not permit some growth in key monetary aggregates beginning now, an unacceptable economic recession would most likely develop in 1970, which in turn might force the Committee into [an] inordinate monetary expansion” (FOMC, October 28, 1969, pp. 54).20 Francis was prescient: The U.S. economy entered a recession in the fourth quarter of 1969.

Francis attributed the increasing trend rate of inflation that began in the mid-1960s to the Fed’s persistent attempts to hold the unemployment rate below a level consistent with price stability. At the time, the consensus among most policymakers and economists was that a 4 percent unemployment rate represented full employment. In hindsight, it is now widely believed that the “natural rate” was really 5 percent or higher throughout the 1970s.21 Even though Francis probably had no more insight about the natural rate of unemployment than any other Fed policymaker, as early as 1970 he questioned whether a 4 percent rate of unemployment could be achieved without generating higher inflation: “When spending was rising fast enough to keep the unemployment rate at about 4 percent, strong upward pressure was exerted on prices and price expectations...Much of the current unemployment was structural and could not be obviated except temporarily and with adverse price effects by stimulation of total spending” (FOMC, August 18, 1970, pp. 44-45). In 1971 he again noted that “In the last decade whenever the unemployment rate had been below 5 percent inflation had accelerated, largely because of labor market imperfections” (FOMC, April 6, 1971, p. 30).

**The Cause or Causes of Inflation**

Friedman and other monetarists believed that the impact of monetary policy on real output and employment was transitory: Over time, monetary policy affected only the price level, while sustained movements in the price level were caused solely by growth of the money stock in excess of total output growth. At the time, however, many economists and policymakers attributed inflation to imperfections in labor or product markets, expansionary fiscal policy, shortages of raw materials, and other non-monetary forces. Federal Reserve Chairman Arthur Burns, for example, blamed the inflation of the 1970s on increases in wages and other costs in excess of productivity gains. In a speech given in December 1970, Burns complained that “Governmental efforts to achieve price stability continue to be thwarted by the continuance of wage increases substantially

---

19 See, for example, Friedman (1960) or Friedman and Schwartz (1963).
20 Francis often cited and introduced into the record of FOMC meetings research results produced by his research staff. Of these, perhaps the most controversial was that of Andersen and Jordan (1968).

21 For example, the *Economic Report of the President* for 1977 recognized that productivity growth had slowed substantially in the late 1960s and estimated that the “full employment rate of unemployment” was approximately 5.5 percent (1978, pp. 45-57).
in excess of productivity gains...The inflation that we are still experiencing is no longer due to excess demand. It rests rather on the upward push of costs—mainly, sharply rising wage rates.” He argued, moreover, that “Monetary and fiscal tools are inadequate for dealing with sources of price inflation such as are plaguing us now—that is pressures on costs arising from excessive wage increases” (Burns, 1978, pp. 112-13).22

Burns often made similar comments at FOMC meetings. For example, at a meeting on April 7, 1970, he suggested that “The inflation that was occurring—and that was now being accentuated...was of the cost-push variety. That type of inflation...could not be dealt with successfully from the monetary side and it would be a great mistake to try to do so” (FOMC, April 7, 1970, p. 50). Whereas Burns viewed wage increases as the dominant cause of inflation during the 1970s, he blamed expansionary fiscal policy for the initial increase in inflation during the mid-1960s: “The current inflationary problem emerged in the middle 1960s when our government was pursuing a dangerously expansive fiscal policy...Our underlying inflationary problem...stems in very large part from loose fiscal policy” (Burns, 1978, p. 177).23

Francis disagreed. Unlike some of his contemporaries on the FOMC, Francis did not confuse changes in relative prices with persistent increases in the general level of prices. While monetary policy could affect the latter, changes in relative prices were caused by market forces beyond the Fed’s control. In a February 1972 speech, for example, Francis argued that “In the long run the growth of output and employment is determined by the growth of resources of a society...The trend growth of prices is determined by the trend growth of money stock relative to growth in output...Deviations from a trend rate of growth of money...cause short-run deviations in output and employment...But once the adjustment is completed, output and employment will resume their longer-run growth paths” (Francis, 1972, p. 33). In another speech, Francis noted that “other factors have an influence on the movement of prices in a given year. But when we talk about the ‘problem of inflation,’ I think it is safe to say that the fundamental cause is excessive money growth” (Francis, 1974, pp. 6-7).24 As a policy issue, the distinction between changes in relative prices and inflation became even more important when petroleum prices increased sharply in 1973.

The Cure for Inflation

In light of their differing views about the cause of inflation, not surprisingly Burns and Francis disagreed about how to end inflation. By the late 1960s inflation clearly was on an upward trend. As Francis pointed out in early 1969, “For about four years...the [Federal Open Market] Committee had been led into unintended inflationary monetary expansion while following interest rate, net reserves, and bank credit objectives and the even keel constraint. He suggested that, if the Committee meant business now, it should try some other guides” (FOMC, February 4, 1969, p. 47). Specifically, Francis sought an operating procedure that focused on controlling the growth of money. His view, from which he did not waver during his ten years on the FOMC, was that “the cure [for inflation] is to slow down the rate of money expansion” (Francis, 1974, p. 7).

In contrast, Burns, other members of the FOMC, and administration economists promoted wage and price controls as the only viable policy for stopping inflation. “The persistence of rapid advances of wages and prices in the United States and other countries, even during periods of recession.” Burns argued, “has led me to conclude that governmental power to restrain directly the advance of prices and money incomes constitutes a necessary addition to our arsenal of economic stabilization weapons” (Burns, 1978, p. 156).25 At an FOMC meeting on June 8, 1971, Burns argued that “Monetary policy could do very little to arrest an inflation that rested so heavily on wage-cost pressures...A much higher rate of unemployment produced by monetary policy would not moderate such pressures appreciably...He intended to continue to press [the administration]

22 Burns made these statements in a speech titled “The Basis for Lasting Prosperity,” given December 7, 1970.

23 Burns made this statement in a speech titled “Key Issues of Monetary Policy,” given July 30, 1974.

24 Even though Burns later admitted that “inflation cannot continue indefinitely without an accommodating increase in supplies of money and credit” (Burns, 1978, p. 208), he argued that inflation could continue well after monetary stimulus was removed, even during a period of rising unemployment. In 1971 he argued that “inflation caused by excess demand became entrenched, and remained after demand-side pressures abated. Entrenched inflation, increased militancy of labor, and willingness of business to accede to labor’s wage demands, explains continued rising prices during periods of rising unemployment” (Burns, 1978, p. 126). Burns made this statement in a speech titled “The Economy in Mid-1971,” given July 23, 1971.

hard for an effective incomes policy” (FOMC, June 8, 1971, p. 51). On August 15 of that year, President Nixon unveiled his New Economic Program and introduced the first of three phases of direct wage and price controls.

Francis was highly critical of government controls on prices and wages, as they simply disrupted market signals. At an FOMC meeting in December 1967, he suggested that “Selective credit controls, wage freezes, and price restrictions had been advocated as alternatives [to contain inflation]. Such controls, however…raised problems of resource allocation; they interfered with freedom; and they were difficult to administer” (FOMC, December 12, 1967, pp. 54-55). In December 1970, Francis again argued at an FOMC meeting that “The adoption of administrative controls in attempting to hold down inflation, or to shorten the period of adjustment, would impose a great cost on the private enterprise economy. Serious inefficiencies would develop in the operations of the market system” (FOMC, December 15, 1970, p. 74). While such controls might mask inflation for a time, “a freeze or other control programs could not be expected to effectively restrain inflation unless accompanied by sound monetary actions” (FOMC, October 19, 1971, p. 36). In Francis’s view, low rates of inflation could not be achieved over the long run unless the money stock grew at a rate approximately equal to the long-run growth rate of real economic activity. Wage and price controls, to Francis, were merely impediments to the efficient working of a free market.

**Money Versus the Money Market**

The money stock did not grow at anything like the steady rate that Francis and other monetarists advocated. They attributed wide swings in money growth to the Fed’s strategy of targeting market (i.e., nominal) interest rates. During World War II and for several years afterward, Federal Reserve open market operations were aimed primarily at maintaining low and stable yields on U.S. Treasury securities. The Federal Reserve–Treasury Accord of 1951 removed the Fed’s obligation to maintain ceilings on Treasury security yields, but both yields and the general “condition” of the Treasury securities market remained important concerns of open market policy. In particular, the Fed typically would act to prevent market yields from changing whenever the Treasury issued new debt—a policy known as maintaining an “even keel.”

The Fed used this “money market” strategy to implement policy throughout the 1950s, 1960s, and 1970s. Francis was highly critical of the approach because it detracted from his preferred policy of stable growth of the money stock.26 Moreover, he eschewed the use of market interest rates as a guide for policy because their movement did not always reflect policy actions. While rising interest rates often were considered a sign of monetary policy tightening, Francis noted that rising rates also could reflect rising inflation, the outcome of an expansionary monetary policy.

From the first FOMC meetings he attended, Francis chided the Committee for previous policies that, in his view, contributed to uncertainty over the stance of policy. For example, at a meeting on May 10, 1966, Francis observed that “There had now been ten or eleven months when the directive had continuously called for a moderation or restriction of expansion in bank reserves, bank credit, and money, and at the same time called for only slightly firmer money market conditions. Those instructions [have] been inconsistent…[and have led to] very rapid increases in bank reserves, bank credit and the money supply” (FOMC, May 10, 1966, p. 49). He expressed this view often during the late 1960s, both at FOMC meetings and in public forums. Speaking to a group of financial market practitioners in New York City in 1968, Francis argued that “Measures of money market conditions such as market interest rates and free reserves have been shown to be poor indicators of the influence of monetary actions.” And, “for stabilization purposes, movements in interest rates should be viewed no differently than movements in commodity prices” (Francis, 1968, p. 8).

The FOMC never abandoned money market conditions or interest rates as policy targets. In 1970, however, FOMC policy directives began to include specific targets for the growth of money and bank credit, as well as for money market conditions. Frequently the objectives for money and credit were in conflict with those specified for interest rates, and the latter were usually permitted to take precedence. Citing such conflicts, Francis voted against two policy directives in 1973 because he did not believe that the monetary growth rates specified in those directives—which he agreed with—would be

---

26 Francis was not the first Federal Reserve Bank president to criticize the money market approach. The president of the Federal Reserve Bank of Atlanta, Malcolm Bryan, argued against the approach in the 1950s in favor of targeting a monetary aggregate (Meigs, 1976; Hafer, 1999).
achieved given the money market objectives the directives also specified. The failure to achieve the monetary growth objectives set by the FOMC led Francis to argue for making public the FOMC’s targets and its record of achieving those targets: “The records should contain a clearer description of the whole process of making and implementing policy, including information on targets that were missed and on those that were hit” (FOMC, December 17, 1973, p. 14).

In contrast to Francis, most FOMC members were unwilling to discard interest rates or money market conditions as proximate objectives for monetary policy. Burns sometimes made statements at FOMC meetings favoring tighter control of the growth of monetary aggregates. He more frequently spoke against monetarist policy prescriptions, however, both at FOMC meetings and in public comments. For example, at an FOMC meeting in early 1971, Burns argued that “the heavy emphasis that many people were placing on the behavior of M1 involved an excessively simplified view of monetary policy” (FOMC, February 9, 1971, p. 87). And, in congressional testimony in 1975, he stated: “There is a school of thought that holds that the Federal Reserve need pay no attention to interest rates, that the only thing that matters is how this or that monetary aggregate is behaving. We at the Federal Reserve cannot afford the luxury of any such mechanical rule…We pay close attention to interest rates because of their profound effects on the working of the economy” (Burns, 1978, p. 369).

Supply Shocks

Francis’s policy views were shaped and supported by considerable empirical research conducted by St. Louis Fed staff, as well as economists outside the System. The St. Louis Fed formulated a simple, yet highly accurate forecasting model and began to publish forecasts in the Bank’s Review in April 1970 (Andersen and Carlson, 1970). Like other models, however, the St. Louis model seriously under-forecast inflation in 1973-74 and the decline in real economic activity in 1974-75. Burns noted this in testimony before the House Committee on Banking and Currency in July 1974: “Inflationary tendencies and monetary expansion are not as closely related as is sometimes imagined. For example, the econometric model of the St. Louis Federal Reserve Bank, which assigns a major role to growth of the money stock in movements of the general price level, has seriously underestimated the rate of inflation since the beginning of 1973…Apparently, special factors…have been at work” (Burns, 1978, p. 176).

Francis acknowledged that “With respect to inflation…the rise in prices in 1974 was just about double the increase that he would have expected to result from the policy actions that had been taken. Special factors, such as the energy and agricultural problems, had contributed to the rise in prices in 1974” (FOMC, December 17, 1974, p. 99). Francis reiterated his earlier position that observed changes in the price level caused by changes in relative prices associated with supply disturbances could not persist indefinitely. As he had argued almost a decade earlier, over time inflation was a monetary phenomenon. In a speech in October 1974, for example, he stated that he was “not willing to accept the special factor explanation of inflation because that explanation removes the focus from inflation as a monetary phenomenon” (Francis, 1974, p. 5). In policy discussions, Francis warned against tightening excessively in response to a temporary increase in the price level caused by supply shocks, claiming that the special “factors would not continue to exert strong upward pressure [on inflation] in 1975, and the rate of inflation would subside” (FOMC, December 17, 1974, p. 99). At the same time, however, he also warned against excessive easing in response to the ongoing recession because it too had been caused by the supply shocks and not a lack of demand. At an FOMC meeting in January 1974, he argued that “the actual and prospective slowdown in economic activity resulted wholly from capacity, supply, and price-distorting constraints and not from a weakening in demand. Therefore, to ease policy and allow a faster rate of monetary growth would be to increase inflationary pressures without expanding real output or reducing unemployment” (FOMC, January 22, 1974, p. 102). And, in December of that year, he argued that “The current decline in economic activity differed from past recessions in a number of respects. First, it was one of the few declines, if not the only one, to have developed without having been preceded by stabi-

28 Burns made this statement in testimony titled “Monetary Targets and Credit Allocation” to the Subcommittee on Domestic Monetary Policy, U.S. House Banking, Currency, and Housing Committee, February 6, 1975.
29 Burns made this statement in testimony titled “Key Issues of Monetary Policy,” given July 30, 1974.
lization policy actions that brought it about. Second, there had been an absolute decline in the country’s capacity to produce, caused by the agricultural and energy problems, by the distortions resulting from the wage and price controls, by the new environmental and safety standards, and by changes in foreign exchange rates” (FOMC, December 17, 1974, p. 99). Rapid money stock growth, Francis argued, could do little to affect the growth of real output or employment in such a circumstance and would result mainly in a higher rate of inflation.

CONCLUSION

Darryl Francis served as president of the Federal Reserve Bank of St. Louis during tumultuous economic times. Even so, Francis’s views about monetary policy reflected an underlying set of beliefs from which he did not waver. The “four basic premises” that guided him in his policy prescriptions were set out in an early speech and reprinted in the Federal Reserve Bank of St. Louis Review in 1968 (Francis, 1968). These premises are as follows: “First, a predominantly market orientation.” Francis firmly believed in the unequaled efficiency of free markets to allocate incomes and goods and services. “Second, quantification is essential.” In contrast to most of his FOMC colleagues, Francis consistently fought for quantifiable policy rules and measures of the success or failure of policy actions. “Third, our economic system is more stable than was believed a few years ago.” Francis believed that, over time, real economic growth was determined by population growth, capital formation, and technology. Monetary policy, in his view, could not reliably improve on market outcomes in the short run, or increase real output growth (or lower the unemployment rate) in the long run. Although not the accepted wisdom in his time, such a view today is fundamental. “Fourth, monetary management is more properly directed toward influencing changes in total spending.” Francis questioned attempts to use monetary or fiscal policies to affect specific markets or sectors of the economy. Although actions taken to achieve price stability could impinge more on some sectors than on others, Francis argued that free markets would adjust to such actions. Allocation of goods and services or resources by market forces, he believed, was preferable to allocation by government decree.

Francis did not think about monetary policy in terms of forward-looking, dynamic rules or deep theoretical models. He had strong convictions about the efficacy of market forces and the limitations of government stabilization policies. Even though Francis believed that monetary policy could exert a powerful short-run impact on the unemployment rate, he was convinced that it could not be used to permanently steer the economy to any particular rate of growth. In the long run, Francis believed that monetary policy affected only the price level. Maintaining price stability, Francis believed, would help establish conditions that would foster maximum employment and economic growth. Although not widely shared among his contemporary Federal Reserve colleagues, today such views are mainstream.
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NAFTA and the Geography of North American Trade

Howard J. Wall

This paper estimates the effects of the North American Free Trade Agreement (NAFTA) on the geographic pattern of North American trade. Specifically, it looks at the effects of NAFTA on aggregate trade flows between subnational regions within North America and between North American regions and the non-NAFTA world. The importance of a regional analysis of the effects of NAFTA is evident from the variety of regional post-NAFTA experiences. Between 1993 and 1997, real trade between Canada and the United States increased by more than 50 percent. Over the same period, Central Canadian exports to the Southwest and Rocky Mountain regions of the United States and Eastern Canadian exports to the Southeast of the United States all increased by more than 110 percent. In contrast, Eastern Canadian real imports from the Great Lakes, Plains, and Southeast regions of the United States were actually lower in 1997 than they were in 1993. Further, although real Canadian exports to Mexico increased by 46 percent over the period, those from Western Canada rose by over 90 percent while those from Eastern Canada rose by less than 1 percent.1

Viner (1950) established the general principle that the welfare effect of joining a preferential trading area (PTA) such as NAFTA is ambiguous. This is because PTAs create a distortion between the trading conditions that member and nonmember countries face. In a simple partial-equilibrium model under perfect competition, a PTA will increase trade between members, whether countries or regions, because the tariff between them has been eliminated (trade creation). If the most efficient producer of a good is outside the PTA, the effect is to import more from the less efficient member-producer (trade diversion). The net effect of a PTA on trade volume (as a proxy for welfare) would depend, therefore, on the relative sizes of trade creation and trade diversion.

Despite the presumed certainty of trade creation and trade diversion, the ways in which integration affects trade are many and varied, and few fit into the simple Vinerian dichotomy. One significant non-Vinerian way for integration to affect trade volumes is through increasing returns to scale, a topic typically absent from the empirical literature, although prominent in the theoretical literature. It has also been central to the public discussion of North American integration, as, for example, Canadian firms have long argued that access to the U.S. market would allow them to exploit economies of scale. This access would allow them to increase their exports not only to the rest of North America, but also to the rest of the world. Increasing returns also affects the volume of trade in inputs and intermediate goods used by increasing-returns industries. This is because firms that expand production and exploit economies of scale need to purchase more inputs and intermediate products, which might be imported from inside or outside North America. Thus, in contrast with the Vinerian effects, with economies of scale, NAFTA may increase trade between members and between members and nonmembers.

The effects from trade creation, trade diversion, and scale economies arise whether one looks at trade from a national or a regional standpoint, and they would drive much of the regional variation in the effects of a PTA. As with countries, regions differ in their abilities to match their comparative advantages to the preferences of consumers in other member and nonmember regions. However, the recent literature under the rubric of the "new economic geography" suggests that things are actually much more interesting when account is taken of firms changing their locations as a response to joining a PTA. This literature, spearheaded by Krugman

---

1 See Tables A1 through A4 in Appendix A for the available percent differences in real region-to-region, region-to-country, and country-to-country trade between 1993 and 1997. See also Krueger (2000) for a broader discussion of the changes in trade between NAFTA partners.
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(1991a,b), models various ways in which production patterns (and therefore trade patterns) can change with integration because of its effects on firms' optimal location decisions.2

One of the reasons that a PTA affects geographic trade patterns is that it alters the spatial distributions of firms' customers and suppliers. For example, consider a firm initially located in Massachusetts. By adding Mexico to the Canada–United States Free Trade Area, the spatial distributions of the firm's customers and suppliers are shifted southward, creating greater incentive for the firm to move closer to Mexico, if not into Mexico itself. If the firm relocates, regional trade patterns will change because goods that were exported from Massachusetts to Canada, Mexico, and the rest of the world would instead be exported from, say, Arizona. At the same time, because the firm has moved across the continent, it is in a better position for exporting to Asia and a worse position for exporting to Europe. Also, the firm would be more likely to import intermediate products from Asia, and the regional import pattern would change accordingly.

A second reason that a PTA affects geographic trade patterns is that it expands the set of possible places for firms to locate. Under NAFTA, Canadian and U.S. firms that move to Mexico can do so without losing tariff-free access to their domestic markets. This affects intra-NAFTA trade by switching what had been exports, say, from Canada to the United States and Mexico, into exports from Mexico to the United States and Canada. Extra-NAFTA trade would also be affected, as a firm that was exporting from Canada to the rest of the world would instead export from Mexico. The new economic geography literature suggests that these location effects are much stronger when there are cross-firm linkages whereby a firm's marginal costs are lower when other firms are nearby. With these linkages there is a tendency for linked firms to cluster, creating industry centers.

These examples are by no means exhaustive, but they do provide sufficient illustration of the theoretical inadequacies of the Vinerian dichotomy. In this vein, my estimates of the regional effects of NAFTA serve a more general purpose. Specifically, they provide support for the hypothesis that, because it does not account for the spatial or geographic effects of integration, standard customs union theory (the Vinerian dichotomy) is inadequate for capturing the effects of preferential trading areas. The geographic approach is a break from standard empirical analyses of PTAs in that it recognizes that the nation is not always the relevant unit of reference for international trade (Krugman, 1991a). I find ample evidence that the effects of NAFTA have not conformed to the Vinerian dichotomy and conclude that the customs union theory needs to be reworked to include a substantial accounting of geography and scale economies.

The empirical model that I use, the gravity model, has become the workhorse for estimating the effects of PTAs on trade volume. In a gravity model, bilateral trade is assumed to be an increasing function of the national incomes of the trading partners and a decreasing function of the distance between them. The effects of PTAs are modeled with dummy variables. For my present purposes, the gravity model has advantages and disadvantages, both arising from its simplicity. While it allows me to examine the effects of NAFTA on a large number of trading combinations, it is not versatile enough to attribute the effects on aggregate trade to trade creation, trade diversion, the mobility of firms, agglomeration, etc.

From a practical standpoint, the major advantage of the gravity model is that the researcher does not need to specify the underlying trade processes, although that it is largely ad hoc has meant that the gravity model has met with much suspicion by international trade theorists. Deardorff (1984, p. 504), however, concluded that gravity models tell us "something very important about what happens in international trade, even if they do not tell us why." Recently, though, the gravity model has "gone from an embarrassing poverty of theoretical foundations to an embarrassment of riches."3 In fact, as shown by Bergstrand (1985, 1989) and Deardorff (1998), among others, the gravity model can be derived within a variety of standard theoretical frameworks. The estimates I present below demonstrate vividly the greatest strengths and weaknesses of the gravity model. On the one hand, its simplicity allows for the estimation of a large number of region-to-region NAFTA effects that would be extremely difficult to obtain using any other method. On the other hand, it provides little guidance to explain why the NAFTA effects occur. Nevertheless, the results do suggest that geography may have played an extremely large role.

---

2 Also see Krugman (1998) and Fujita, Krugman, and Venables (1999); Hanson (1996, 1998a, 1998b) and Krugman and Hanson (1994) discuss the effects that previous stages of North American integration have had on location decisions.

Two recent gravity studies also look at the effects of NAFTA on aggregate trade between NAFTA members, both using national-level data only. Krueger (1999) found that NAFTA has had no statistically significant effect on intra-North American trade, although she did find a statistically significant decrease in imports from Europe. Gould (1998), who only considered intra-North American trade, found that NAFTA has had a significant effect on trade between the United States and Mexico, but not on trade between the United States and Canada or Mexico and Canada. One reason for these lukewarm results is the small number of observations of post-NAFTA national-level trade volume. As will be apparent below, this is not a problem in the present study.

**THE DATA**

In constructing my empirical model, many of the choices are driven by the availability of data on North American regional trade. This study is based on a unique dataset from Statistics Canada on provincial merchandise imports and exports to and from all 50 U.S. states, the District of Columbia, and most countries of the world. It is the same dataset that formed the basis of earlier studies of the effect of the United States–Canada border on trade (McCallum, 1995, Hellwell, 1996). However, because I do not wish to consider the additional complication of the border effect, I do not include data on intraprovincial trade.

My dataset includes bilateral provincial trade between all provinces and the 50 U.S. states, the District of Columbia, Mexico, and 8 non-NAFTA countries: China, France, Germany, Hong Kong, Japan, Korea, the Netherlands, and the United Kingdom. I also include data from *World Trade Flows* on bilateral trade between the non-NAFTA countries. The data on trade between non-NAFTA countries are needed as a control under the assumption that trade between them has not been affected by NAFTA.6

The two data shortcomings are the absence of comparable state-level data on U.S. merchandise trade with countries other than Canada and the absence of Mexican state-level data of any sort. Nonetheless, the dataset is extremely rich, providing a panel of 1272 bilateral trading pairs, with 11,340 observations. Note that all values in the dataset are transformed into real 1992 Canadian dollars at market exchange rates. I use market exchange rates rather than purchasing-power-parity exchange rates to reflect the fact that what matters for international trade is the size of a country’s economy at world prices, rather than domestic prices. Thus, in the spirit of gravity models, fluctuations in the value of a country’s currency are captured by fluctuations in its economic size.

In principle, I could estimate the model with every state, province, and non-NAFTA country as its own region. However, I need to collect the states and provinces into regions to yield enough observations to provide reliable estimates of the regional NAFTA dummies. Thus, using standard regional designations from the U.S. Bureau of Economic Analysis and Statistics Canada, I divide North America into 13 regions. Three are in Canada (Eastern, Central, and Western Canada), nine are in the United States (New England, Mideast, Great Lakes, Plains, Southeast, South Central, Southwest, Rocky Mountain, Far West), and Mexico is treated as one region. I also divide the 8 non-NAFTA countries into two regions: Asia and Europe. So, although my model allows for the effects of NAFTA to differ across regions, the estimated effects of NAFTA are assumed to be uniform across the locations (states, provinces, or countries) within a region.

Given the dataset, there are 39 pairs of regions. Because I have data for both directions of trade for all 39 pairs, there are 78 unidirectional trading pairs—60 for intra-NAFTA trade, 8 for imports into North America, 8 for exports from North America.

---


5 See Feenstra (2000) and Feenstra, Lipsey, and Bowen (1997) for descriptions of this dataset.

6 Of course, in the most general of general-equilibrium models, NAFTA also would affect trade between any two non-NAFTA countries. Nonetheless, these effects are small enough to ignore for present purposes.

7 The United States does collect state-level export data, but it is not compatible with the Canadian data. See Coughlin and Wall (2003) for an analysis of NAFTA and U.S. state exports.

8 Of the 1272 pairs, 1020 are for trade between U.S. states and Canadian provinces (51 states, 10 provinces, 2 directions of trade), 20 are for trade between Mexico and the Canadian provinces, 16 are for trade between Mexico and the 8 non-NAFTA countries, 160 are for trade between the Canadian provinces and the non-NAFTA countries, and 56 are for trade between the non-NAFTA countries.

9 See the data appendix for details about data sources.

10 See the data appendix for the assignment of states, provinces, and countries to regions.
and 2 for trade between Asia and Europe. To estimate these interregional effects, I include region-pair dummy variables for all 76 of the region pairs that include at least one North American region.

**ESTIMATION**

I estimate bilateral trade with a gravity equation specifying the level of exports from location \(i\) to location \(j\) as a function of their gross domestic products (GDPs), the distance between them, and any number of fixed cultural and geographic measures such as language and contiguity. Departing somewhat from the standard gravity model, I do not impose the restriction that the intercepts be the same across pairs of locations and directions of trade. This follows Mátyás (1997), Bayoumi and Eichengreen (1997), Cheng and Wall (2002), Glick and Rose (2001), Pakko and Wall (2001), and Egger (2002) who argue that gravity models that restrict the intercepts to equality suffer from heterogeneity bias.

The gravity equation I estimate is

\[
\ln(1 + x_{ij}) = \alpha_0 + \alpha_{ij} + \lambda t + \beta \ln Y_{it} + \gamma \ln Y_{jt} + \delta \ln dist_{ij} + \mu' \text{EU} + \delta' \text{IntraNA} + \theta' \text{NAImp} + \rho' \text{NAExp} + \epsilon_{ijt},
\]

where \(x_{ij}\) is real exports from location \(i\) to location \(j\) in year \(t\), \(\alpha_{ij}\) is the shared intercept, \(\alpha_{ij}\) is the trading-pair intercept (without the restriction that \(\alpha_{ij} = \alpha_{ji}\)), \(\lambda t\) is the shared time trend, \(\text{dist}_{ij}\) is the distance between \(i\) and \(j\), and \(Y_{it}\) and \(Y_{jt}\) are the real GDPs of \(i\) and \(j\).\(^{11}\)

\(\text{IntraNA}\) is a \(60 \times 1\) vector of dummy variables to capture the effects of NAFTA on both directions of trade between the 50 region-to-region combinations within North America. An element of \(\text{IntraNA}\) takes the value of one when the observation is of post-NAFTA trade from the element’s exporting region to its importing region and is zero otherwise. Similarly, \(\text{NAImp}\) is the \(8 \times 1\) vector of dummy variables to capture the effects of NAFTA on North American regional imports from Asia and Europe, and \(\text{NAExp}\) is the \(8 \times 1\) vector of dummy variables to capture the effects of NAFTA on North American regional exports to Europe and Asia.

Because the four European countries in the sample are also members of the European Union (EU), the regression equation also includes dummy variables to control for the transformation of the European Community (EC) into the EU in 1993. Specifically, \(\text{EU}\) is a vector of three dummy variables for post-EU trade: one each for trade between members, trade from a nonmember to a member, and trade from a member to a nonmember. Note that, because the model has trading-pair intercepts and because the four European countries in the dataset were all members of the EC at the start of the sample period, the EU dummy variables account only for the differences between the two regimes. The effect of the EC is already accounted for by the relevant trading-pair intercepts.

The least-squares estimates are provided in Tables 1 and 2A. Distance and other standard variables in gravity models, such as contiguity and common language, cannot be estimated separately because they are all fixed over time. Because of this, they are subsumed into the trading-pair intercept, along with all other observable and unobservable fixed factors related to history, culture, preferences, etc., that would make exports from \(i\) to \(j\) differ from trade between other trading pairs.

The results in Table 1 are as expected for a gravity equation: The higher the incomes of the two partners are, the more they trade. Of the three EU dummies, only the one for the effect of the EU on EU exports to the rest of the world is statistically significant. It suggests that the change in regime from the EC to the EU increased EU exports to nonmembers by 7.8 percent (\(100 \times (e^{0.078} - 1)\)). In contrast, the estimated coefficients on the other two EU dummies suggest that the EU had little effect on intra-EU trade or on EU imports from nonmembers. Keep in mind, though, that because the sample is extremely limited in its coverage of European trade, these results are far from definitive. The coefficient on the time trend is positive, indicating a common trend toward more trade, even without NAFTA, although it is statistically insignificant.

My primary interest is in the signs and levels of the estimated coefficients on the interregional NAFTA dummies, which are listed in Table 2A and converted into percentage changes in Table 2B. In addition, Tables 3 and 4 provide various aggregations of the interregional percentage changes, which are obtained by applying the estimated percentage changes to the average real post-NAFTA trade volumes for 1994-98.

\(^{11}\)Note that because some observations are of zero trade, the dependent variable is the log of 1 plus exports. Having censored data normally requires Tobit estimation, but for gravity models this has typically made little difference (Eichengreen and Irwin, 1998).
TRADE BETWEEN NORTH AMERICAN REGIONS

Canada—United States Trade

According to my results as summarized in Table 3A, NAFTA increased Canadian exports to the United States by 29 percent and Canadian imports from the United States by 14 percent. From the perspective of the three Canadian regions, positive NAFTA effects were far from universal. As shown in Tables 2A and B, all 18 of the estimated effects of NAFTA on trade between Eastern Canada and a U.S. region are negative, and all but one are statistically significant. In total, the results indicate that Eastern Canadian exports to the United States were 9 percent lower because of NAFTA, with the largest decreases being to the Rocky Mountain and Plains regions. Similarly, Eastern Canadian imports from the United States fell by 13 percent, with imports from all U.S. regions seeing roughly similar decreases.

In stark contrast with the results for Eastern Canada, the results for Central Canada indicated that NAFTA led to large increases in trade with the United States. They suggest that total Central Canadian exports to the United States rose by 43 percent because of NAFTA, with all but one U.S. region seeing a large increase. On the import side, NAFTA increased Central Canadian imports from the United States by 18 percent. Although the effects on imports from the Rocky Mountain region and the Far West were small and statistically insignificant, the effects on imports from the other seven regions were all positive.

The mixed region-to-region effects for Western Canada mean that the estimated effect of NAFTA on the region’s total trade with the United States was effectively zero. Nonetheless, there were large differences across U.S. regions in the estimated effects of NAFTA on Western Canada’s trade. The one positive and statistically significant effect was to the Great Lakes region. The four negative and statistically significant effects were for exports to the Northeast, Mideast, Southeast, and South Central regions. For Western Canadian imports from the United States, only the estimated effect on imports from the Great Lakes region was positive and statistically significant. The four regions with negative and statistically significant effects were the Northeast, South Central, Rocky Mountain, and Far West regions.

Table 3B provides the region-to-region effects aggregated across the three Canadian regions for each of the U.S. regions. From this perspective, it is easy to see that the estimated positive effect of NAFTA on trade between Canada and the United States was fairly general across U.S. regions. Exceptions to this were the Rocky Mountain region, with an estimated 6 percent fall in exports to Canada with no change in imports, and the Far West, with

Table 1

Regression Results, Dependent Variable = ln(1 + Exports)

<table>
<thead>
<tr>
<th>Model with heterogeneous interregional NAFTA effects</th>
<th>Coefficient*</th>
<th>Robust s.e. †</th>
<th>t statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shared intercept ((\alpha_0))</td>
<td>−5.024</td>
<td>0.330</td>
<td>15.205</td>
</tr>
<tr>
<td>Log of origin GDP ((\beta))</td>
<td>0.368</td>
<td>0.032</td>
<td>11.544</td>
</tr>
<tr>
<td>Log of destination GDP ((\gamma))</td>
<td>0.507</td>
<td>0.032</td>
<td>15.872</td>
</tr>
<tr>
<td>Trend ((\lambda))</td>
<td>0.002</td>
<td>0.002</td>
<td>1.203</td>
</tr>
<tr>
<td>EU and intra-EU trade ((\mu_1))</td>
<td>0.009</td>
<td>0.021</td>
<td>0.438</td>
</tr>
<tr>
<td>EU and EU imports ((\mu_2))</td>
<td>0.013</td>
<td>0.025</td>
<td>0.512</td>
</tr>
<tr>
<td>EU and EU exports ((\mu_3))</td>
<td>0.075</td>
<td>0.025</td>
<td>3.080</td>
</tr>
<tr>
<td>IntraNA, NAImp, NAExp ((\delta, \theta, \rho))</td>
<td>See Table 2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

11340 observations, \(R^2 = 0.981, F(82,9986) = 66.79\)

NOTE: The 1272 bilateral region-pair intercepts are suppressed for space considerations.

*Bold indicates significance at the 5 percent level.
†White-corrected standard errors.
<table>
<thead>
<tr>
<th>Origin/destination</th>
<th>Eastern Canada</th>
<th>Central Canada</th>
<th>Western Canada</th>
<th>New England</th>
<th>Midwest</th>
<th>Great Lakes</th>
<th>Plains</th>
<th>Southeast</th>
<th>South Central</th>
<th>Southwest</th>
<th>Rocky Mountain</th>
<th>Far West</th>
<th>Mexico</th>
<th>Europe</th>
<th>Asia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eastern Canada</td>
<td>0.367</td>
<td>0.204</td>
<td>0.438</td>
<td>0.206</td>
<td>0.467</td>
<td>0.402</td>
<td>0.316</td>
<td>0.275</td>
<td>0.098</td>
<td>0.013</td>
<td>0.013</td>
<td>0.013</td>
<td>0.035</td>
<td>0.030</td>
<td>0.025</td>
</tr>
<tr>
<td>Central Canada</td>
<td>-0.121</td>
<td>-0.075</td>
<td>0.085</td>
<td>0.015</td>
<td>-0.092</td>
<td>-0.077</td>
<td>-0.015</td>
<td>0.052</td>
<td>0.017</td>
<td>0.269</td>
<td>-0.060</td>
<td>-0.107</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Western Canada</td>
<td>-0.129</td>
<td>0.155</td>
<td>-0.144</td>
<td>0.019</td>
<td>0.040</td>
<td>0.041</td>
<td>0.017</td>
<td>0.021</td>
<td>0.030</td>
<td>0.034</td>
<td>0.025</td>
<td>0.032</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New England</td>
<td>-0.116</td>
<td>0.108</td>
<td>-0.012</td>
<td>0.011</td>
<td>0.043</td>
<td>0.018</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mideast</td>
<td>-0.139</td>
<td>0.229</td>
<td>0.110</td>
<td>0.014</td>
<td>0.040</td>
<td>0.024</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Great Lakes</td>
<td>-0.158</td>
<td>0.082</td>
<td>0.023</td>
<td>0.010</td>
<td>0.034</td>
<td>0.020</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plains</td>
<td>-0.157</td>
<td>0.200</td>
<td>-0.034</td>
<td>0.013</td>
<td>0.033</td>
<td>0.018</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Southeast</td>
<td>-0.137</td>
<td>0.245</td>
<td>-0.038</td>
<td>0.011</td>
<td>0.033</td>
<td>0.015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>South Central</td>
<td>-0.161</td>
<td>0.093</td>
<td>-0.007</td>
<td>0.014</td>
<td>0.040</td>
<td>0.022</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Southwest</td>
<td>-0.180</td>
<td>-0.022</td>
<td>-0.115</td>
<td>0.011</td>
<td>0.036</td>
<td>0.015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rocky Mountain</td>
<td>-0.157</td>
<td>0.023</td>
<td>-0.062</td>
<td>0.013</td>
<td>0.030</td>
<td>0.016</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Far West</td>
<td>-0.132</td>
<td>0.416</td>
<td>0.231</td>
<td>0.056</td>
<td>0.098</td>
<td>0.064</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.001</td>
<td>0.134</td>
<td></td>
</tr>
<tr>
<td>Mexico</td>
<td>-0.137</td>
<td>0.067</td>
<td>-0.137</td>
<td>0.035</td>
<td>0.037</td>
<td>0.045</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.097</td>
<td>0.101</td>
<td></td>
</tr>
<tr>
<td>Europe</td>
<td>-0.179</td>
<td>0.028</td>
<td>-0.146</td>
<td>0.030</td>
<td>0.046</td>
<td>0.028</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.106</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

NOTE: Numbers in italics are the White-corrected standard errors. Bold indicates significance at the 5 percent level.
## Table 2B

### Percentage Changes in Region-to-Region Trade Due to NAFTA

<table>
<thead>
<tr>
<th>Origin/destination</th>
<th>Eastern Canada</th>
<th>Central Canada</th>
<th>Western Canada</th>
<th>New England</th>
<th>Midwest</th>
<th>Great Lakes</th>
<th>Plains</th>
<th>Southeast</th>
<th>South Central</th>
<th>Southwest</th>
<th>Rocky Mountain</th>
<th>Far West</th>
<th>Mexico</th>
<th>Europe</th>
<th>Asia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central Canada</td>
<td>44.3</td>
<td>22.6</td>
<td>55.0</td>
<td>22.9</td>
<td>59.5</td>
<td>49.5</td>
<td>37.2</td>
<td>–8.4</td>
<td>31.7</td>
<td>–0.6</td>
<td>–12.8</td>
<td>–3.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Western Canada</td>
<td>–11.4</td>
<td>–7.2</td>
<td>8.9</td>
<td>1.5</td>
<td>–8.8</td>
<td>–7.4</td>
<td>–1.5</td>
<td>5.3</td>
<td>1.7</td>
<td>30.9</td>
<td>–5.8</td>
<td>–10.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New England</td>
<td>–12.1</td>
<td>16.8</td>
<td>–13.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mideast</td>
<td>–11.0</td>
<td>11.4</td>
<td>–1.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Great Lakes</td>
<td>–13.0</td>
<td>25.7</td>
<td>11.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plains</td>
<td>–14.6</td>
<td>8.5</td>
<td>2.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Southeast</td>
<td>–14.5</td>
<td>22.1</td>
<td>–3.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>South Central</td>
<td>–12.8</td>
<td>27.8</td>
<td>–3.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Southwest</td>
<td>–14.9</td>
<td>9.7</td>
<td>–0.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rocky Mountain</td>
<td>–16.5</td>
<td>–2.2</td>
<td>–10.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Far West</td>
<td>–14.5</td>
<td>2.3</td>
<td>–6.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mexico</td>
<td>–12.4</td>
<td>51.6</td>
<td>26.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.1</td>
<td>14.3</td>
<td></td>
</tr>
<tr>
<td>Europe</td>
<td>–12.8</td>
<td>6.9</td>
<td>–12.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>–7.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia</td>
<td>–16.4</td>
<td>2.8</td>
<td>–13.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11.2</td>
<td></td>
</tr>
</tbody>
</table>

**NOTE:** Bold indicates significance at the 5 percent level.
The results also indicate that the Great Lakes and South Central regions saw the largest increases in exports to Canada, while the largest increases in imports from Canada were for the Great Lakes and Southeast regions.

**Canada-Mexico Trade**

As reported in Table 3C, according to the model, NAFTA had a large effect on trade between Mexico and Canada, with significant regional variation. It suggests that, for Canada as a whole, NAFTA increased exports to Mexico by 12 percent and imports from Mexico by 48 percent. However, Eastern Canada saw its exports to and imports from Mexico drop by 15 and 12 percent, respectively, whereas Western Canada saw increases of 31 and 26 percent, respectively. For Central Canada, NAFTA had no effect on exports to Mexico, while it increased imports from Mexico by 52 percent.

**Trade Creation?**

As discussed in the introduction, according to the Vinerian dichotomy, NAFTA should have increased the volume of trade between its members, whether these members are countries or regions. Although my results indicate that trade creation held at the country-to-country level, this was far from universal for region-to-region or region-to-country trade. Of the 60 coefficients on intra-NAFTA region-to-region

---

### Table 3

**Aggregated Effects of NAFTA on Intra-NAFTA Trade (Percent)**

#### A. Canada–United States by Canadian Regions

<table>
<thead>
<tr>
<th>Region</th>
<th>Exports to United States</th>
<th>Imports from United States</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eastern Canada</td>
<td>–8.8</td>
<td>–13.1</td>
</tr>
<tr>
<td>Central Canada</td>
<td>42.8</td>
<td>18.3</td>
</tr>
<tr>
<td>Western Canada</td>
<td>0.9</td>
<td>–0.5</td>
</tr>
<tr>
<td>Canada total</td>
<td>29.2</td>
<td>14.3</td>
</tr>
</tbody>
</table>

#### B. Canada–United States by U.S. Regions

<table>
<thead>
<tr>
<th>Region</th>
<th>Exports to Canada</th>
<th>Imports from Canada</th>
</tr>
</thead>
<tbody>
<tr>
<td>New England</td>
<td>12.8</td>
<td>25.9</td>
</tr>
<tr>
<td>Mideast</td>
<td>9.9</td>
<td>16.7</td>
</tr>
<tr>
<td>Great Lakes</td>
<td>23.9</td>
<td>47.1</td>
</tr>
<tr>
<td>Plains</td>
<td>6.2</td>
<td>9.3</td>
</tr>
<tr>
<td>Southeast</td>
<td>17.1</td>
<td>40.9</td>
</tr>
<tr>
<td>South Central</td>
<td>21.7</td>
<td>27.9</td>
</tr>
<tr>
<td>Southwest</td>
<td>6.4</td>
<td>18.1</td>
</tr>
<tr>
<td>Rocky Mountain</td>
<td>–5.8</td>
<td>0.6</td>
</tr>
<tr>
<td>Far West</td>
<td>–1.7</td>
<td>14.4</td>
</tr>
<tr>
<td>U.S. total</td>
<td>14.3</td>
<td>29.2</td>
</tr>
</tbody>
</table>

#### C. Canada-Mexico by Canadian Regions

<table>
<thead>
<tr>
<th>Region</th>
<th>Exports to Mexico</th>
<th>Imports from Mexico</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eastern Canada</td>
<td>–14.7</td>
<td>–12.4</td>
</tr>
<tr>
<td>Central Canada</td>
<td>–0.6</td>
<td>51.6</td>
</tr>
<tr>
<td>Western Canada</td>
<td>30.9</td>
<td>26.0</td>
</tr>
<tr>
<td>Canada total</td>
<td>11.5</td>
<td>48.2</td>
</tr>
</tbody>
</table>
trade, 27 indicate statistically significant decreases in interregional trade because of NAFTA, with 21 of them associated with Eastern Canadian trade. Aggregating the region-to-region effects to the region-to-country level, negative trade effects also arise: The estimated effect on both directions of Eastern Canada’s trade with the United States and Mexico are negative and large. Finally, when the regional effects are aggregated to the country-to-country level, all results have NAFTA leading to an increase in intra-NAFTA trade.

**TRADE WITH THE REST OF THE WORLD**

**Canada**

As reported in Tables 4A and B, the estimated effects of NAFTA on Canada’s regional exports to Europe and Asia were, for the most part, consistent with the Vinerian prediction of trade diversion. NAFTA’s estimated effects on total Canadian exports to Europe and Asia were decreases of 12 and 9 percent, respectively. Although the magnitude of these effects differed across Canadian regions, the estimated effect on exports to both Asia and Europe were negative for all regions. For both continents, Eastern Canada experienced the largest drops in exports (greater than 16 percent), whereas Western Canada had the smallest drop in exports to Europe (6 percent), and Central Canada had the smallest drop in exports to Asia (5 percent).

On the import side, the estimated effect of NAFTA on total Canadian imports from Europe was an increase of less than 2 percent, whereas its estimated effect on imports from Asia was a decrease of 3 percent. At the regional level, the results indicate that Eastern and Western Canada both had large decreases in imports from both Europe and Asia, whereas Central Canada saw small and statistically insignificant increases in imports from both continents. So, although the estimated effects of NAFTA on total Canadian imports from each of Asia and Europe were effectively zero, the real story is at the regional level. Consistent with Vinerian trade diversion, the indication is that Eastern and Western Canada both experienced large decreases in imports from Europe and Asia.

**Mexico**

As reported in Tables 4A and B, the estimated effects of NAFTA on Mexico’s exports to the rest of the world were mixed. According to the model, exports to Europe were unaffected by NAFTA, whereas exports to Asia were 14 percent higher. As for Mexican imports, the model suggests that NAFTA led to an 8 percent drop in imports from Europe, whereas it led to an 11 percent increase in imports.
from Asia. Note, though, that none of these estimated effects of NAFTA on Mexican trade with Europe and Asia is statistically significant at traditional levels.

**Trade Diversion?**

At the national and regional levels, the effects of NAFTA on Canada’s and Mexico’s trade with the non-NAFTA world strongly suggests that there has been more going on than simple trade diversion. Although most of the results for Canadian trade are consistent with trade diversion, the story is different for Mexico. In particular, the results indicate that NAFTA has increased the volume of trade with Asia, although the estimated effect on exports and imports are statistically significant at only the 18 and 15 percent levels, respectively.

**SUMMARY AND CONCLUSIONS**

According to my results, the effects of NAFTA on the volume and pattern of North American trade have been significant (statistically and otherwise). Specifically, the results indicate that, because of NAFTA, 29 percent more merchandise flowed from Canada to the United States and 14 percent more merchandise flowed from the United States to Canada. Thus, about one-half of the increase in Canadian exports to the United States between 1993 and 1997 is attributed to NAFTA, while about one-quarter of the increase in Canadian imports from the United States over the period is attributed to NAFTA. The results indicate also that NAFTA increased the flow of merchandise from Canada to Mexico by 12 percent and increased the flow from Mexico to Canada by 48 percent. Thus, NAFTA was responsible for about one-quarter of the increase in Canadian exports to Mexico between 1993 and 1997 and roughly 60 percent of the increase in Canadian imports from Mexico over the period.

The volume and pattern of North American trade with Europe and Asia also changed in the wake of NAFTA. Specifically, NAFTA led to large decreases in Canada’s exports to Europe and Asia, a decrease in Mexican imports from Europe, and a large increase in Mexican trade with Asia.

The geographical approach reveals interesting regional differences in the effects of NAFTA. For Eastern Canada, NAFTA had no effect on total trade with the United States, but it did lead to large increases in trade with Mexico and decreases in trade with Europe and Asia. For U.S. regions, the increases in trade were spread widely, with the Rocky Mountain and Far West regions as exceptions.

According to the Vinerian dichotomy, NAFTA should have increased trade between North American regions and decreased trade between each North American region and the rest of the world. Although the gravity methodology is not adequate for separating Vinerian effects from geographic effects, it has provided sufficient evidence that there is more to North American integration than trade creation and diversion. The most significant exceptions to the Vinerian dichotomy were as follows: (i) decreased trade between Eastern Canada and all U.S. regions and Mexico, (ii) decreased trade between Western Canada and some U.S. regions, and (iii) increased trade between Mexico and Asia.
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**Data Appendix**

**DATA SOURCES**

Province-to-state and province-to-country trade data, 1990-98, from Statistics Canada.
Nominal gross state product, 1990-98, from the Bureau of Economic Analysis.
Nominal gross domestic product, 1990-98, from the World Bank’s *World Development Indicators, 1999*.

All variables were converted into real Canadian dollars using the Canadian consumer price index (CPI) and $/C$ market exchange rates from Statistics Canada.

**THE COMPOSITION OF THE REGIONS**

The nine U.S. regions are based on the eight Bureau of Economic Analysis (BEA) regions, with the BEA Southeast region split into two: Southeast and South Central. The three Canadian regions are according to Statistics Canada. The eight countries assigned to the Asia and Europe regions are taken from Canada’s ten most important trading partners, the other two being the United States and Taiwan. Taiwan could not be included because the World Bank does not provide its GDP data.

Eastern Canada: New Brunswick, Newfoundland, Nova Scotia, and Prince Edward Island
Central Canada: Ontario and Quebec
Western Canada: Alberta, British Columbia, Manitoba, and Saskatchewan
New England: Connecticut, Maine, Massachusetts, New Hampshire, Rhode Island, and Vermont
Mideast: Delaware, District of Columbia, Maryland, New Jersey, New York, and Pennsylvania
Great Lakes: Illinois, Indiana, Michigan, Ohio, and Wisconsin
Plains: Iowa, Kansas, Minnesota, Missouri, Nebraska, North Dakota, and South Dakota
Southeast: Florida, Georgia, North Carolina, South Carolina, Virginia, and West Virginia
South Central: Alabama, Arkansas, Kentucky, Louisiana, Mississippi, and Tennessee
Southwest: Arizona, New Mexico, Oklahoma, and Texas
Rocky Mountain: Colorado, Idaho, Montana, Utah, and Wyoming
Far West: Alaska, California, Hawaii, Nevada, Oregon, and Washington
Mexico: Mexico
Asia: China, Hong Kong, Japan, and Korea
Europe: France, Germany, the Netherlands, and the United Kingdom
### Table A1

#### Percentage Changes in Real Region-to-Region International Trade, 1993-97

<table>
<thead>
<tr>
<th>Origin/destination</th>
<th>Eastern Canada</th>
<th>Central Canada</th>
<th>Western Canada</th>
<th>New England</th>
<th>Midwest</th>
<th>Great Lakes</th>
<th>Plains</th>
<th>Southeast</th>
<th>South Central</th>
<th>Southwest</th>
<th>Rocky Mountain</th>
<th>Far West</th>
<th>Mexico</th>
<th>Europe</th>
<th>Asia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eastern Canada</td>
<td>37.7</td>
<td>62.0</td>
<td>71.0</td>
<td>33.3</td>
<td>130.8</td>
<td>12.0</td>
<td>104.2</td>
<td>-4.8</td>
<td>3.6</td>
<td>0.9</td>
<td>11.5</td>
<td>38.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central Canada</td>
<td>69.2</td>
<td>41.0</td>
<td>48.6</td>
<td>79.6</td>
<td>86.4</td>
<td>80.2</td>
<td>110.5</td>
<td>160.3</td>
<td>101.2</td>
<td>21.7</td>
<td>9.7</td>
<td>69.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Western Canada</td>
<td>81.2</td>
<td>36.6</td>
<td>48.7</td>
<td>59.7</td>
<td>53.3</td>
<td>71.0</td>
<td>125.8</td>
<td>82.9</td>
<td>42.6</td>
<td>90.7</td>
<td>35.3</td>
<td>27.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>New England</td>
<td>40.7</td>
<td>45.8</td>
<td>50.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mideast</td>
<td>14.3</td>
<td>50.7</td>
<td>48.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Great Lakes</td>
<td>-15.7</td>
<td>41.6</td>
<td>33.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plains</td>
<td>-47.9</td>
<td>84.0</td>
<td>60.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Southeast</td>
<td>-4.2</td>
<td>63.8</td>
<td>63.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>South Central</td>
<td>78.7</td>
<td>87.6</td>
<td>62.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Southwest</td>
<td>39.4</td>
<td>95.9</td>
<td>87.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rocky Mountain</td>
<td>-39.9</td>
<td>46.2</td>
<td>39.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Far West</td>
<td>22.8</td>
<td>53.3</td>
<td>51.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mexico</td>
<td>26.0</td>
<td>69.2</td>
<td>219.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Europe</td>
<td>45.7</td>
<td>49.4</td>
<td>109.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>58.0</td>
<td>70.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asia</td>
<td>23.0</td>
<td>28.9</td>
<td>20.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>22.3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**NOTE:** Values are the percentage differences in trade between 1997 and 1993, measured in 1992 Canadian dollars at market exchange rates.
### Table A2

**Canada–United States by Canadian Regions**

<table>
<thead>
<tr>
<th>Region</th>
<th>Exports to United States</th>
<th>Imports from United States</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eastern Canada</td>
<td>56.7</td>
<td>11.4</td>
</tr>
<tr>
<td>Central Canada</td>
<td>58.4</td>
<td>53.7</td>
</tr>
<tr>
<td>Western Canada</td>
<td>55.0</td>
<td>51.9</td>
</tr>
<tr>
<td><strong>Canada total</strong></td>
<td><strong>57.6</strong></td>
<td><strong>52.7</strong></td>
</tr>
</tbody>
</table>

### Table A3

**Canada–United States by U.S. Regions**

<table>
<thead>
<tr>
<th>Region</th>
<th>Exports to Canada</th>
<th>Imports from Canada</th>
</tr>
</thead>
<tbody>
<tr>
<td>New England</td>
<td>45.9</td>
<td>63.0</td>
</tr>
<tr>
<td>Mideast</td>
<td>49.9</td>
<td>41.3</td>
</tr>
<tr>
<td>Great Lakes</td>
<td>40.3</td>
<td>48.8</td>
</tr>
<tr>
<td>Plains</td>
<td>74.0</td>
<td>67.2</td>
</tr>
<tr>
<td>Southeast</td>
<td>61.2</td>
<td>83.5</td>
</tr>
<tr>
<td>South Central</td>
<td>83.8</td>
<td>75.4</td>
</tr>
<tr>
<td>Southwest</td>
<td>92.5</td>
<td>114.0</td>
</tr>
<tr>
<td>Rocky Mountain</td>
<td>43.2</td>
<td>99.0</td>
</tr>
<tr>
<td>Far West</td>
<td>52.0</td>
<td>66.9</td>
</tr>
<tr>
<td><strong>U.S. total</strong></td>
<td><strong>52.7</strong></td>
<td><strong>57.6</strong></td>
</tr>
</tbody>
</table>

### Table A4

**Canada–Mexico, Europe, and Asia**

<table>
<thead>
<tr>
<th>Region</th>
<th>Canadian Exports</th>
<th>Canadian Imports</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mexico</td>
<td>45.6</td>
<td>77.7</td>
</tr>
<tr>
<td>Europe</td>
<td>14.6</td>
<td>55.7</td>
</tr>
<tr>
<td>Asia</td>
<td>36.4</td>
<td>25.9</td>
</tr>
</tbody>
</table>
On the Pervasive Effects of Federal Reserve Settlement Regulations

Ken B. Cyree, Mark D. Griffiths, and Drew B. Winters

The purpose of this paper is to determine whether Federal Reserve settlement effects have also appeared in the overnight London interbank offer rate (LIBOR) since the Federal Reserve removed the reserve requirements on Eurocurrency liabilities. We begin by explaining why this is an important issue and by describing the characteristics of these settlement effects.

The primary reason to examine this change in reserve requirements is to determine the reach of U.S. Federal Reserve regulatory changes. Markets are becoming increasingly global and, accordingly, large bank operations are becoming increasingly global. Finding a settlement effect in LIBOR would suggest that banks receiving U.S. deposits actively use the London interbank loan market to manage their domestic reserve accounts. A regular pattern or effect in LIBOR created by a Federal Reserve rule change would show that the impact of Fed regulations is not limited to the national boundaries of the United States. Finding a settlement effect in LIBOR also would show that the mechanics of one market can spill over into other markets thought to be independent.

Since implementation of the Monetary Control Act in 1980, most depository institutions in the United States have been subject to the Federal Reserve’s statutory reserve requirements. These requirements establish the percentage of each liability category for which a bank must maintain reserves, either as vault cash or as deposits in the bank’s Federal Reserve account. (See the boxed insert: “The Federal Reserve’s Statutory Reserve Requirements.”) A settlement effect, referred to above, is a regular pattern of interest rate changes associated with the days that banks must settle their reserve accounts with the Fed. Under rules in place since February 1984, the primary reserve management process calls for a biweekly settlement of reserve accounts. This two-week cycle is known as the reserve maintenance period, which begins on a Thursday and ends two weeks later on Wednesday. The last day of each reserve maintenance period, called settlement Wednesday, is when banks must settle their reserve account with the Fed. The settlement rules require that, on settlement Wednesday, a bank’s total actual reserves over the two-week period equal or exceed its total required reserves for that two-week period. Successfully so doing is referred to as settling with the Fed. Banks manage their actual reserves by trading deposits at Federal Reserve banks.

1 The British Bankers Association (BBA) publishes daily reference rates at various short maturities based on a survey of the major London banks. These survey rates are referred to as LIBOR. The BBA survey rates serve as commonly accepted benchmark rates and were crucial to the development of the LIBOR and Eurodollar futures markets. In fact, the BBA is described as “fixing” the benchmark rate when it provides its daily LIBOR data. The BBA has been fixing LIBOR reference rates at various short maturities since the late 1980s but did not begin providing an overnight LIBOR reference rate until 2001. Our data are not BBA reference rates. Our data are the closing overnight dollar-based cash market rates in the London interbank market, and our data source appropriately refers to this rate series as overnight LIBOR, which is how we refer to it in this paper. However, we remind the reader that our data are not the rates fixed by the BBA for reference rates.

2 Regulation D states that the reserves that depository institutions are required to maintain are to facilitate the implementation of monetary policy by the Federal Reserve System. However, Goodfriend and Hargraves (1983) discuss that banks have been required to hold reserves since 1863 and the rationale for the reserves has changed over time. Reserves initially were required for liquidity; and this rationale was maintained until 1931. In 1931, the liquidity rationale was replaced by the idea that required reserves play a role in the execution of the Fed’s credit policies. In the 1950s, Fed policy statements began shifting toward money stock issues; in the late 1970s, M1 became the primary intermediate policy target. The Monetary Control Act of 1980 imposed universal reserve requirements based on the argument by the Fed that its ability to control monetary aggregates was being weakened by deposits moving outside the Fed’s jurisdiction. This process officially brought us to the current rationale that required reserves are for implementing monetary policy.

3 Many small banks settle their reserve position each week based on a reserve requirement amount that is set once each quarter. However, the vast majority of reservable deposits are held in banks that are subject to biweekly settlement. Accordingly, studies of market pressures created by reserve account management, like this study, focus on the biweekly settlement process.
Reserve Banks among themselves in the federal funds market. This trading over the two-week period may create pressure in the federal funds market and cause spikes in interest rate changes and volatility on settlement Wednesdays, which are the settlement effects.

At first glance, it seems unlikely that a change in reserve requirements on Eurocurrency liabilities would create settlement effects in LIBOR; after all, settlement effects are the result of banks reconciling their reserves requirements for their domestic bank deposits. Banks generate funds, generally in the form of deposits, and the reserve requirements mandate that a percentage of these funds be held in reserve. However, not all of a bank’s funding sources are in the form of traditional deposits and the regulations exempt certain sources of funds from reserve requirements. The most common source of exempt funds for managing reserve accounts are funds purchased through the federal funds market. Banks are allowed to bring in funds through the federal funds market to increase their actual reserves, and the exemption from reserve requirements on federal funds allows this to be done without an accompanying increase in their required reserves. That is, the reserve requirement on the liability created by the purchase of federal funds is 0 percent. In contrast, from 1980 until the end of 1990, Eurocurrency liabilities had a reserve requirement of 3 percent; by 1991, that requirement had become 0 percent. This eventual exemption from reserve requirements for Eurocurrency liabilities is what has raised the possibility of a settlement effect in LIBOR: Without the 3 percent reserve requirement, reserve deposits that are borrowed in the Eurocurrency markets for settlement purposes are now essentially equivalent to deposits borrowed in the federal funds market. Accordingly, then, the law of one price should apply and drive the rates in these markets together. We show this in Table 1.) However, for settlement effects to appear in LIBOR, banks subject to U.S. Federal Reserve settlement regulations must be using Eurocurrency liabilities to manage their reserve accounts actively enough to affect LIBOR on settlement Wednesdays. The federal funds trading desk manager of a major U.S. bank confirms that banks began managing their reserve accounts with Eurocurrency liabilities after the reduction in their reserve requirement. So, if banks are now using these liabilities to manage their reserve accounts, our question is: Are settlement pressures pervasive enough to reach overseas to create settlement effects in LIBOR?

We use closing overnight dollar-based LIBOR to test for a settlement Wednesday effect in the Euro-dollar market because LIBOR is the rate that major London banks offer for Eurocurrency liabilities to other banks. For the pre-1991 period, when Eurocurrency liabilities were subject to a 3 percent reserve requirement, we do not find any settlement effects in overnight LIBOR. We do find settlement effects concurrent with the change to the 0 percent reserve requirements.

### Table 1

<table>
<thead>
<tr>
<th>Time period</th>
<th>Federal funds spread relative to 3-month T-bills</th>
<th>Overnight government repo spread relative to 3-month T-bills</th>
<th>LIBOR spread relative to 3-month T-bills</th>
</tr>
</thead>
<tbody>
<tr>
<td>8/4/86 through 1/31/95</td>
<td>45 (43)</td>
<td>47 (43)</td>
<td>55 (51)</td>
</tr>
<tr>
<td>2/7/91 through 1/31/95</td>
<td>6 (4)</td>
<td>16 (14)</td>
<td>15 (14)</td>
</tr>
</tbody>
</table>

**NOTE:** Numbers provided here are mean spreads; numbers in parentheses are median spreads.

---

4. An amendment to Regulation D changed the reserve requirement on Eurocurrency liabilities: From August 1980 through the reserve maintenance period ending December 12, 1990, the requirement was 3 percent; for the one reserve maintenance period from December 13 through December 26, 1990; the requirement was 1.5 percent; as of December 27, 1990, the requirement was changed to its current 0 percent.

5. We expect minor risk differences between the Eurocurrency markets and the federal funds market, so the law of one price will not hold exactly. For example, even with a 0 percent reserve requirement, Eurocurrency liabilities are a reservable liability of the bank and hence may affect the marginal reserve requirement on other liabilities as well as the required frequency of deposit reporting and reserve settlement. However, without a reserve requirement on Euro-market U.S. dollars, the rates in the two markets should be close enough to allow Euro-market U.S. dollars to be a viable source of funds for bank settlement.
reserve requirement. In related work, Griffiths and Winters (1997) found settlement effects in closing federal funds rates and closing overnight government repurchase agreements (repo) rates. Thus, we test closing federal funds rates and closing overnight government repo rates for settlement effects during both periods—when Eurocurrency liabilities carried a 3 percent reserve requirement and after the reserve requirement was reduced to zero. We find settlement effects in federal funds rates during both periods, which suggests that a settlement effect in LIBOR only when the reserve requirement is 0 percent is a direct result of the reduction in that reserve requirement. Our results suggest the following: (i) Federal Reserve policies are sufficiently pervasive to have global effects and (ii) the effects of the federal funds market microstructure for U.S. depository institutions spill over into other markets.

In the next section, we discuss the existing theoretical and empirical literature on the rate change and variance patterns unique to reserve account settlement with the U.S. Federal Reserve, as well as the relevant institutional details for U.S. reserve account management related to federal funds trading and the relationship between LIBOR and British bank settlement. We then present the data and methods and finally our test results.

INSTITUTIONAL DETAILS

In this section, we provide various institutional details as background on the different markets. We begin with a brief history of the Eurodollar market and discuss the bank settlement procedures in the United States and the United Kingdom. We also discuss the existing theoretical and empirical literature on the rate change and variance patterns unique to the reserve account settlement process with the Federal Reserve.

A Brief History of the Eurodollar Market

We begin this section with a brief history of the Eurodollar market, which may be unfamiliar to some readers. We draw our discussion from Stigum (1990, Chap. 7, pp. 207-11).

Prior to World War II, it was not uncommon for banks outside the United States to take dollar deposits, but there was little volume in this market and the market had little economic significance. During the 1950s, things began to change as the cold war between the United States and communist countries intensified. Specifically, Soviet businesses needed U.S. dollars for trade but were concerned about holding their dollar deposits in U.S. banks; so, they moved their dollar deposits to banks outside of the United States. This scenario contributed to the birth of the modern Eurodollar market.

Historically, the British pound sterling was the leading currency for international trade. However, following World War II the British ran large balance of payments deficits, so a constant threat of devaluation of the pound sterling existed. In addition, the British restricted the use of the pound sterling in financing international trade, so international trade moved toward the U.S. dollar.

As the Eurodollar market began to grow, U.S. banks were reluctant participants. In fact, Stigum describes their entry into the market as “defensive.” However, the interest rate restrictions under Regulation Q forced U.S. banks to play in the Eurodollar market when depositors could get better rates outside the United States. Also, during the 1960s the United States tried to improve its balance of payments deficits by imposing capital constraints that limited the flow of dollars from U.S. banks to foreign borrowers, which created demand for Eurodollar loans.

Stigum notes that the above factors were significant contributors to the growth of the Eurodollar market, but that dollar depositors both in and out of the United States have the ability to place their deposits both in and out of the United States; so, where the dollar deposits go depends on the relative attractiveness of the deposit. Currently, the relative attractiveness of Eurodollar deposits is that they are, in particular, free of Federal Reserve statutory reserve requirements.

Federal Reserve Bank Settlement and the Federal Funds Market Literature

Since 1980, most depository institutions in the United States have been subject to the Federal Reserve’s statutory reserve requirements. To enforce these requirements, since February 1984, the Fed has compared each bank’s actual and required reserves during a 14-day reserve maintenance period. (For details, see the boxed insert.) Reserve maintenance periods begin every other Thursday and end on Wednesday 14 days later (“settlement Wednesday”). A maintenance period typically has 10 trading days.

A bank satisfies its statutory reserve requirement by holding an adequate amount of eligible vault cash and/or deposits at Federal Reserve Banks; no
THE FEDERAL RESERVE’S STATUTORY RESERVE REQUIREMENTS

Statutory Reserve Requirements Since 1980

The Monetary Control Act of 1980 governs statutory reserve requirements in the United States. The act, implemented in November 1980 through the Federal Reserve’s Regulation D (12 CFR 204), imposes federal statutory reserve requirements on all U.S. chartered federally insured depositories (including their Edge and agreement corporation subsidiaries) and on branches and agencies of foreign banks if the parent firm’s consolidated worldwide assets exceed $1 billion or if the branch or agency is eligible to apply for federal deposit insurance.1 Within broad limits, the act delegates the setting of specific reserve-requirement ratios to the Board of Governors of the Federal Reserve System.2

The act imposes statutory reserve requirements on three classes of depository institutions’ liabilities: net transaction deposits, nonpersonal time (including savings) deposits, and net Eurocurrency liabilities. If any of the net amounts are negative, the amount for reserve-requirement purposes is zero.

- **Net transaction deposits**: A transaction account is defined as “a deposit or account on which a depositor or account holder is permitted to make withdrawals by negotiable or transferable instrument, payment orders of withdrawal, telephone transfers, or similar devices for the purpose of making payments or transfers to third persons or others.” A depository’s net transaction deposits were defined, if positive, to be total transaction deposits minus the sum of cash items in process of collection and balances held at other depository institutions that could be immediately withdrawn.

- **Nonpersonal time deposits**: Time deposits (including savings deposits, which are regarded as time deposits without a specific maturity date) are defined, generally speaking, to be all deposits that are not transaction deposits. A nonpersonal deposit is a deposit in which the beneficial interest is held by other than a natural person; a natural person is an individual or sole proprietorship.

- **Eurocurrency liabilities**: Eurocurrency liabilities are the sum of net borrowing by domestic banking offices from foreign offices plus certain assets sold by domestic banking offices to foreign offices. (For reserve requirement purposes, the sale of the asset to a foreign office is treated as a dollar-for-dollar reduction in the reservable deposits of the domestic office.) Specifically, Regulation D specifies that Eurocurrency liabilities include the following:
  a. For a depository institution or an Edge or agreement corporation organized under the laws of the United States, the sum of the following transactions of U.S. offices with related offices outside the United States3:
     - Net balances due to a depository’s non-U.S. offices and its international banking facilities (IBF) from its U.S. offices;
     - Assets (including participations) acquired from its U.S. offices and held by its non-U.S. offices, by its IBF; or by non-U.S. offices of an affiliated Edge or agreement corporation, and, for Edge and agreement corporations, assets acquired from its U.S. offices and held by non-U.S. offices of its U.S. or foreign parent institution, its IBF, or by non-U.S. offices of an affiliated Edge or agreement corporation;
     - Credit outstanding from a depository institution’s non-U.S. offices to U.S. residents (other than assets acquired and net balances due from its U.S. offices), except credit extended (i) from

**Continued on p. 31**

---

1 This text is a general summary. Various provisions and applications of Regulation D have changed through time. At the time of this writing, the current version of Regulation D was available at <http://www.federalreserve.gov/regulations/title12/sec204/12cfr204_01.htm>. Specific legal definitions are contained in Regulation D and its staff interpretations. The citation 12 CFR 204 refers to section 204 of Chap. 12 of the Code of Federal Regulations.

2 Limits in the legislation include a reserve requirement range of 0 to 9 percent on time deposits (including savings deposits) and 8 to 14 percent on net transaction deposits.

3 For definitions and discussion of Edge corporations, agreement corporations, and international banking facilities, see Marcia Stigum’s The Money Market (1990, 3rd ed., Chaps. 6 and 7).
its non-U.S. offices in the aggregate amount of $100,000 or less to any U.S. resident; (ii) by a non-U.S. office that at no time during the computation period had credit outstanding to U.S. residents exceeding $1 million; (iii) to an international banking facility; or (iv) to an institution that will be maintaining reserves on such credit pursuant. Credit extended from non-U.S. offices or from an IBF to a foreign branch, office, subsidiary, affiliate of other foreign establishment (foreign affiliate) controlled by one or more domestic corporations is not regarded as credit extended to a U.S. resident if the proceeds will be used to finance the operations outside the United States of the borrower or of other foreign affiliates of the controlling domestic corporation(s).

b. For a U.S. branch or agency of a foreign bank, the sum of the following:
   - Net balances due to its foreign bank and its IBF after deducting an amount equal to 8 percent of the following: the U.S. branch or agency’s total assets less the sum of (i) cash items in process of collection; (ii) unposted debits; (iii) demand balances due from depository institutions organized under the laws of the United States and from other foreign banks; (iv) balances due from foreign central banks; and (v) positive net balances due from its IBF, its foreign bank, and the foreign bank’s U.S. and non-U.S. offices; and,
   - Assets (including participations) acquired from the U.S. branch or agency (other than assets required to be sold by federal or state supervisory authorities) and held by its foreign bank (including offices thereof located outside the United States), by its parent holding company, by non-U.S. offices or an IBF of an affiliated Edge or agreement corporation, or by its IBFs.

**Reserve Settlement with the Federal Reserve**

The accounting rules that govern a depository institution’s reserve settlement with the Federal Reserve depend on the specific circumstances of the bank. Generally, settlement rules differ across banks with respect to (i) whether during the previous reserve maintenance period the bank had a deficiency (actual reserves less than required) or surplus (actual reserves more than required) and (ii) whether the bank had a clearing balance contract with the Federal Reserve.

Prior to 1990, relatively few banks had clearing balance contracts with the Federal Reserve and, hence, the settlement rules applicable to most banks were those for depository institutions without clearing balance contracts. Within those rules, one of the more important is that a bank may carry a deficiency or surplus forward only once, to the next maintenance period. If a deficiency is not fully offset by holding additional reserves during the next period, the bank may be subject to a monetary penalty (charged at the discount rate in effect as of the beginning of that month plus 2%)

Continued from p. 30

---

4 The Federal Reserve’s settlement rules use the concepts of a “reserve maintenance period” and a “reserve computation period.” The reserve maintenance period is the interval (14 days in duration as of February 1984 and 7 days in duration prior to February 1984) during which the institution must hold enough deposits at the Federal Reserve to satisfy its reserve requirement after subtracting from its requirement the amount of its vault cash that is eligible to satisfy the requirement. The amount of a depository institution’s reserve requirement is calculated from its liabilities during the reserve computation period. For more specific definitions and examples, see the Federal Reserve’s Reserve Maintenance Manual at <http://www.frbservices.org/Accounting/CustomerReferenceGuide.cfm>.

5 Clearing balance contracts are discussed in chapters 8 and 11 of the Reserve Maintenance Manual. See also E.J. Stevens, “Required Clearing Balances,” Federal Reserve Bank of Cleveland Economic Review, December 1993, p. 2-14, and J.N. Feinman, “Reserve Requirements: History, Current Practice, and Potential Reform,” Federal Reserve Bulletin, June 1993, pp. 569-89. Note that the older term “required clearing balance” has been replaced by the term “clearing balance requirement” in more recent Federal Reserve publications. This seems fully appropriate because, unless a bank has a history of excessive overnight and/or daylight overdrafts at the Federal Reserve, clearing balance requirements are a voluntary commitment by a bank to maintain deposits at the Fed above and beyond those required to satisfy mandatory statutory reserve requirements. In exchange for maintaining the additional deposits, the bank receives earnings credits that can be used to defray the cost of financial services (such as check clearing) purchased from the Fed. Prior to December 1990, few larger banks had clearing balance contracts, this changed sharply after the December 1990 reduction in reserve requirements. (See, for example, Feinman, Figure 9, p. 583.)
Continued from p. 31

percentage points, at an annual rate). Conversely, if a surplus is not fully utilized to satisfy requirements during that next period, it is lost. This rule does not prohibit a bank from carrying forward a deficiency or surplus from one maintenance period to the next—but it does prohibit carrying forward the same deficiency or excess. The rules limit the maximum amount (deficiency or surplus) that can be carried forward from a reserve maintenance period into the next to the greater of 4 percent of the bank’s required reserves or $50,000. Banks whose actual reserves repeatedly fall short of required reserves may receive, in addition to monetary penalties, admonitions or “counseling” from the Fed.

Beginning in 1991, the somewhat different settlement rules that apply to depository institutions with clearing balance contracts are important. Following the December 1990 and April 1992 reductions in reserve requirements, many larger banks entered, for the first time, into clearing balance contracts with the Fed. Between December 1990 and December 1992, for example, the aggregate amount of clearing balance contracts increased from $2 billion to $6 billion. Settlement rules for such banks are more complex than those for banks without clearing balance contracts because a depository institution might incur a deficiency or surplus with respect to its clearing balance requirement, its statutory reserve requirement, or both. Settlement is somewhat less onerous, however, because the clearing balance requirement provides a cushion for the bank with respect to satisfying its statutory reserve requirement. Under the Federal Reserve’s accounting rules, settlement begins, first, by subtracting eligible vault cash from the depository’s statutory reserve requirement. Next, the remaining portion of the statutory requirement is subtracted from the amount of deposits held at the Fed. Finally, the remaining amount of deposits held at the Fed is compared with the clearing balance requirement. Because of the sequencing of these operations, banks with clearing balance requirements are highly unlikely to be deficient with respect to their statutory reserve requirement. Further, the clearing balance requirement is said to be satisfied if the bank is within $25,000 or 2 percent (above or below) of the required amount.

As noted before, a deficiency or surplus can be carried forward into the next maintenance period but the same deficiency or surplus cannot be carried forward to a subsequent period. The maximum deficiency or surplus that may be carried forward is equal to the greater of 4 percent of the sum of the bank’s statutory reserve requirement plus its clearing balance requirement or $50,000, minus the clearing balance allowance (the greater of $25,000 or 2 percent of the clearing balance requirement).

—Richard G. Anderson

---

6 For specific examples on deficiencies, see Reserve Maintenance Manual, Table 2, examples “D” and “E,” p. XI-5; on surpluses, see Reserve Maintenance Manual, Table 1, examples “D” and “E,” p. XI-2.

7 Prior to September 1992, the carryover was the greater of (i) 2 percent of required reserves plus the clearing balance requirement or (ii) $25,000.

8 In December 1990, the reserve requirement ratios on nonpersonal time deposits and Eurocurrency liabilities were reduced to zero. In April 1992, the marginal reserve requirement ratio on net transaction deposits was reduced to 10 percent from 12 percent. For a detailed discussion and examples of the reserve settlement rules applicable to banks with clearing balance requirements, see Reserve Maintenance Manual, chapter XII.

9 These aspects are compared by Feinman (1993).

10 The eligibility of vault cash has changed through time. Prior to 1917, all vault cash held during the reserve maintenance period was eligible. From 1917 to 1959, no vault cash was eligible. Between December 1959 and December 1960, vault cash eligibility was phased in on a pro rata monthly scale. Beginning in September 1968, eligible vault cash was the amount held during the 7-day period that ended 14 days prior to the end of a 7-day reserve maintenance period. Beginning February 1984, eligible vault cash was the amount held during the 14-day period ending 31 days prior to the end of a 14-day maintenance period. Beginning November 1992, eligible vault cash was the amount held during the 14-day period ending 17 days prior to the end of a 14-day reserve maintenance period. Since July 1998, eligible vault cash has been the amount held during the 14-day period ending 45 days before the end of the reserve maintenance period.

11 For details, see chapter IX of the Reserve Maintenance Manual.
other assets may be used. The eligibility of vault cash has varied through time. During the first part of our sample period (prior to September 1992), eligible vault cash was the average amount held by the bank during a 14-day period ending 31 days before the end of the maintenance period. During the latter part of our sample (beginning September 1992), it was the average amount held during a 14-day period ending 17 days before the end of the maintenance period. At the close of the maintenance period, eligible vault cash is subtracted from the bank’s required reserves. The remainder is subtracted from the average daily amount of deposits held by the bank at the Federal Reserve. If the result is negative, the bank is deficient. If positive, the bank has a surplus. Prior to September 1992, a bank could carry over into the next maintenance period, without penalty, a deficiency or surplus equal to the greater of (i) 2 percent of the sum of its required reserves plus its clearing balance requirement or (ii) $25,000. (Again, see the boxed insert for details.) In September 1992, this was increased to the greater of 4 percent or $50,000. Federal Reserve rules require that a penalty be assessed if a deficiency is not offset by reserve holdings during the subsequent maintenance period. Although the rules prohibit carrying forward the same deficiency into a subsequent (third) period, a bank may carry forward a new deficiency. That is, a bank’s reserves during the current maintenance period may be sufficient to fully satisfy a previous period’s deficiency that has been carried forward but, at the same time, inadequate to avoid carrying forward a new deficiency based on its required reserves for the current maintenance period. A surplus carried forward, but not used to satisfy required reserves, expires unused.

Theoretical and empirical studies have described the unique rate change and variance patterns created by the settlement rules. Table 2 provides a cross-reference between the theoretical predictions and the empirical results from the settlement rules.

Griffiths and Winters (1995) provide a model of federal funds rate pressures based on the Federal Reserve settlement rules. Their model provides daily rate pressure predictions across the two-week reserve maintenance period. The daily predictions (Table 2, column 1 of panel A) are as follows:

- rates are expected to decline on Fridays in advance of the weekend,
- rates are expected to decline on the second Tuesday (the day before settlement), and
- rates are expected to rise on the second (settlement) Wednesday.

The predicted rate pressures should create additional daily empirical rate changes when the predicted daily pressures abate. We present the predicted empirical pattern in column 2 of panel A in Table 2. The additional rate changes not described in Griffiths and Winters are the rebound effects that follow from the abatement of the rate pressures predicted in their model. Specifically, one would expect to find the following rebound effects:

- rates are expected to rise on Mondays following the abatement of lending pressure on Fridays, and
- rates are expected to decline on the first Thursday (the first day of the reserve maintenance period) following the abatement of the borrowing pressure on settlement Wednesday of the previous reserve maintenance period.

The empirical literature shows strong support for the rate pressures predicted by Griffiths and Winters (1995). Specifically, declining rates on Fridays and rising rates on settlement Wednesday appear in all five papers presented in panel A. Also, three of the five papers show declining rates on the second Tuesday. In addition, all five papers show the expected rebound effect on the first Monday and four of five papers show the expected rebound on the second Monday. There is not a consistent rebound effect on the first Thursday.

Griffiths and Winters (1995) do not predict specific rate pressures on the first Tuesday, the first Wednesday, or the second Thursday. However, they do identify a general preference for selling over purchasing federal funds across a reserve maintenance period, which suggests declining rates in the absence of any specific rate pressures. The five papers cited show a tendency for rates to decline on the first Tuesday and the first Wednesday and for no rate change on the second Thursday.
With strong empirical support for the rate change pattern predicted by Griffiths and Winters (1995) the question becomes: What pattern of rate changes is necessary to identify a settlement effect in a substitute funding source for reserve account management? Griffiths and Winters (1997) suggest that the rate change that is unique to the U.S. settlement process is the rate increase on settlement Wednesdays. They argue that any entity with non-earning cash on Fridays (not just banks with deposits at the Federal Reserve) will have an incentive to lend (invest) on Fridays to avoid leaving the funds idle over the weekend. Thus, rates across money market instruments (domestic and foreign) should decline as non-earning cash is moved into investment vehicles for the weekend.\footnote{Griffiths and Winters (1997) find that rates decline on Fridays in both government repos and Government National Mortgage Association (GMNA) repos. A review of the literature finds no day-of-the-week studies in commercial paper, negotiable CDs, bankers’ acceptances, or Eurodollar deposits, so we are unable to provide additional support for declining rates on Fridays being a common occurrence across private-issue money market instruments. Because the issue of declining rates across private-issue money market instruments is outside the focus of this paper, we leave this issue for further research.} Then, following the weekend, rates should rebound on Monday. Gibbons and Hess (1981) find negative returns on T-bills on Mondays and positive returns on T-bills on Wednesdays, reflecting a T-bill yield increase on Mondays and decrease on Wednesdays. Thus, the rate increases that occur on Mondays, cited in Table 2, panel A, are not unique to the U.S. settlement process. In addition, the general tendency for rates to decline on the first Wednesday of the reserve maintenance period is not unique to the U.S. settlement process. Accordingly, the only consistent daily rate change shown in the cited papers that is unique to the U.S. settlement process is the rate increase on settlement Wednesday.

Up to this point, we have described the daily rate changes created by reserve account management for successful settlement. However, rate changes are only part of the picture because the settlement rules also create a predictable pattern in daily and intraday variances. Panel B of Table 2 summarizes the predicted daily variance pattern and some of the empirical work on variances related to the settlement process.

Spindt and Hoffmeister (1988) provide a model for daily and intraday federal funds rate variance based on the U.S. settlement rules. The predictions from their model (Table 2, column 1 of panel B) are as follows:

- daily variances are expected to increase on Fridays because positions must be taken on Friday to cover reserve requirements for Saturday and Sunday;
- daily variances are expected to increase as settlement approaches, with the largest daily variance on settlement Wednesday; and
- intraday variances are expected to increase as the close of the business day approaches.

Spindt and Hoffmeister focus on variances during a reserve maintenance period. Thus, their variance predictions do not include the effect of the transition from one reserve maintenance period to the next. We expect to see an empirically large variance on the first Thursday of the reserve maintenance period following the abatement of the settlement pressures from the preceding day.

The last five columns of Table 2, panel B, reproduce some empirical results on variances across a reserve maintenance period to highlight the importance of both the pattern and the magnitude of the variances. Columns 3 through 5 are reproduced from Table 4 in Griffiths and Winters (1995). Column 3 shows that daily variances increase on Fridays and as settlement approaches, with the variance on settlement Wednesday being by far the largest. Columns 4 and 5 provide variance estimates for the morning and afternoon on each day of the reserve maintenance period. The day-to-day patterns in the morning and afternoon are generally consistent with the daily pattern. In addition, the afternoon variance is larger than the morning variance for each day of the reserve maintenance period, as predicted by Spindt and Hoffmeister. Columns 6 and 7 of panel B in Table 2 are reproduced from Griffiths and Winters (1997). These daily variances are calculated using closing federal funds and overnight general collateral government repo rates. These variance results show that daily variances increase as settlement approaches, with the addition of a large variance in the first Thursday. In the federal funds market, the variance on settlement Wednesday is the largest daily variance; in repos, settlement Wednesday is large relative to the daily variances from the middle of the reserve maintenance period but is the second-largest daily variance. Accordingly, the empirical results on variances provide support for the predicted variance patterns across the reserve maintenance period and suggest that the general pattern in daily variances created by the
Table 2

Patterns in Rate Changes and Variances Related to Federal Reserve Settlement Rules

A: Daily Rate Changes

<table>
<thead>
<tr>
<th>Day of reserve maintenance period</th>
<th>Prediction</th>
<th>Expected empirical pattern</th>
<th>Daily high/low rate</th>
<th>Daily average rate</th>
<th>Closing federal funds rate</th>
<th>Closing repo rate</th>
<th>Intraday federal funds rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Thursday</td>
<td>None</td>
<td>–</td>
<td>–</td>
<td>+</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td>1st Friday</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1st Monday</td>
<td>None</td>
<td>None</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>1st Tuesday</td>
<td>None</td>
<td>None</td>
<td>–</td>
<td>–</td>
<td>NS</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1st Wednesday</td>
<td>None</td>
<td>None</td>
<td>–</td>
<td>–</td>
<td>NS</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2nd Thursday</td>
<td>None</td>
<td>None</td>
<td>NS</td>
<td>NS</td>
<td>+</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td>2nd Friday</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2nd Monday</td>
<td>None</td>
<td>+</td>
<td>NS</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>2nd Tuesday</td>
<td>–</td>
<td>–</td>
<td>NS</td>
<td>–</td>
<td>NS</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2nd Wednesday</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

B: Daily and Intraday Variances

<table>
<thead>
<tr>
<th>Day of reserve maintenance period</th>
<th>Prediction</th>
<th>Expected empirical pattern</th>
<th>Daily high/low rate</th>
<th>Morning high/low rate</th>
<th>Afternoon high/low rate</th>
<th>Closing federal funds rate</th>
<th>Closing repo rate</th>
<th>Intraday federal funds rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st Thursday</td>
<td>None</td>
<td>+</td>
<td>124</td>
<td>31</td>
<td>94</td>
<td>3.003</td>
<td>2.286</td>
<td></td>
</tr>
<tr>
<td>1st Friday</td>
<td>+</td>
<td>+</td>
<td>238</td>
<td>88</td>
<td>136</td>
<td>1.387</td>
<td>1.004</td>
<td></td>
</tr>
<tr>
<td>1st Monday</td>
<td>None</td>
<td>None</td>
<td>112</td>
<td>42</td>
<td>57</td>
<td>2.398</td>
<td>1.004</td>
<td></td>
</tr>
<tr>
<td>1st Tuesday</td>
<td>None</td>
<td>None</td>
<td>143</td>
<td>15</td>
<td>98</td>
<td>2.422</td>
<td>1.451</td>
<td></td>
</tr>
<tr>
<td>1st Wednesday</td>
<td>None</td>
<td>None</td>
<td>164</td>
<td>21</td>
<td>86</td>
<td>1.483</td>
<td>1.059</td>
<td></td>
</tr>
<tr>
<td>2nd Thursday</td>
<td>None</td>
<td>None</td>
<td>194</td>
<td>70</td>
<td>75</td>
<td>1.831</td>
<td>1.058</td>
<td></td>
</tr>
<tr>
<td>2nd Friday</td>
<td>+</td>
<td>+</td>
<td>310</td>
<td>73</td>
<td>164</td>
<td>1.842</td>
<td>1.225</td>
<td></td>
</tr>
<tr>
<td>2nd Monday</td>
<td>+</td>
<td>+</td>
<td>245</td>
<td>71</td>
<td>114</td>
<td>3.992</td>
<td>2.679</td>
<td></td>
</tr>
<tr>
<td>2nd Tuesday</td>
<td>+</td>
<td>+</td>
<td>1795</td>
<td>43</td>
<td>1587</td>
<td>3.171</td>
<td>1.792</td>
<td></td>
</tr>
<tr>
<td>2nd Wednesday</td>
<td>+</td>
<td>+</td>
<td>4029</td>
<td>249</td>
<td>3031</td>
<td>5.717</td>
<td>2.543</td>
<td></td>
</tr>
</tbody>
</table>

NOTE: This table provides theoretical and empirical evidence for the daily rate change pattern in the overnight federal funds rates and overnight general collateral repo rates. NS is an insignificant parameter estimate; None is either no prediction or no expectation.

aGriffiths and Winters (1995) provide a model that predicts specific daily rate changes in the federal funds market and provides empirical support for the prediction using daily high and low federal funds rates.
bHamilton (1996) examines daily rate changes and variance in a GARCH model using the daily average (effective) federal funds rate.
cGriffiths and Winters (1997) examine daily rate changes in the primary funding source (federal funds) and a substitute funding source (overnight general collateral repos) using daily closing rates.
dCyree and Winters (2001) examine daily rate changes in a GARCH model using hourly federal funds rates.
eSpindt and Hoffmeister (1988) model the federal funds market. The model provides predictions for daily and intraday patterns in federal funds rate variances. We provide the daily pattern in this table and note that the intraday prediction is for variance to increase in the afternoon.
gGriffiths and Winters (1995) use high and low rates to estimate daily and intraday variances, and their estimates (reproduced here) support the predictions from Spindt and Hoffmeister (1988). We provide the Griffiths and Winters point estimates because the magnitude of the variance estimates is important.

1Griffiths and Winters (1997) use closing federal funds rates and closing overnight general collateral government repo rates to estimate the daily variance pattern in the primary (federal funds) and a secondary (government repos) funding source for management of Federal Reserve accounts for settlement.
settlement rules spills over into the variances of substitute funding sources.8

We note that Spindt and Hoffmeister (1988) and Griffiths and Winters (1995) model bank reserve account management in the absence of Federal Reserve open market activity to manage interest rates. Bartolini, Bertola, and Prati (2000 and 2001) extend the previous models by incorporating Fed market intervention into a model of bank behavior during reserve maintenance periods. The Bartolini, Bertola, and Prati (2001) model suggests that patterns in interest rate volatility should reflect the market’s confidence in the Fed’s commitment to rate targeting. They suggest that the Fed’s move in 1994 toward more transparency in rate targeting and a tendency to change target rates only at FOMC meetings should give the market more confidence in the Fed’s commitment to rate targeting. They suggest that, since 1994, less federal funds rate variability across maintenance periods and as settlement approaches provides support for their model. We note that the patterns found by Bartolini, Bertola, and Prati (2001) are consistent with the literature cited above. However, it has been widely understood that the Fed has been targeting interest rates since the mid-1980s (see Thornton 1988 and 2002), so the patterns identified in the literature cited in Table 2 occurred during a period when the market understood that the Fed was managing interest rates and occurred despite the Fed’s active efforts to manage interest rates.

In summary, the daily rate changes and variances that are unique to the U.S. settlement process are the biweekly rate increase and the variance increase on settlement Wednesdays. Accordingly, we focus on settlement Wednesdays to determine whether the effect of U.S. settlement rules reach overseas when Eurocurrency liabilities become a substitute funding source for reserve account management. However, before we can test for a biweekly settlement Wednesday effect, we must determine whether British banking regulations create any daily rate change or variance patterns that would appear biweekly on U.S. settlement Wednesdays.

British Bank Settlement and LIBOR

LIBOR is the rate that major London banks offer to other banks on short-term funds. Thus, in the overnight market, LIBOR-based trades are similar to federal funds trades as banks make one-day trades of funds. Given the similarities in the trades in the overnight federal funds and overnight LIBOR-based markets, when the Fed reduced the reserve requirement on Eurocurrency liabilities to 0 percent, the overnight Eurodollar market became a viable substitute for the federal funds market as a source of deposits at the Fed for bank settlement. If the LIBOR-based market acts as a substitute, we would expect to see the settlement Wednesday effect spillover into LIBOR. However, before we can test LIBOR for U.S. Federal Reserve settlement effects, we must understand the settlement rules under which the London banks operate.

Settlement or clearing banks are required to keep small amounts of cash on deposit with the Bank of England. The deposits are not for monetary policy objectives or for clearing, but, instead, are intended to cover central bank operating costs. Each bank must cover its required reserves on a daily basis. With this daily settlement, the central bank intervenes in the market several times each day to ensure adequate liquidity.9 Given daily settlement, the U.K. settlement process will not cause day-of-the-week regularities in rate changes and variances. Accordingly, we are able to test overnight LIBOR rates for U.S. settlement effects.

Swanson (1988), Fung and Isberg (1992), and Mougoue and Wagster (1997) examine the causality between three-month domestic CD rates and three-month Eurodollar rates and achieve mixed results on the direction of the causality. In this paper, we have a specific expectation on causality: In the absence of confounding effects in the British banking regulations, we expect that U.S. overnight market behavior resulting from Federal Reserve settlement rules will create the appearance of settlement effects in overnight LIBOR after the change to a 0 percent reserve requirement on Eurocurrency liabilities.

8 The only assets that are acceptable as reserves are vault cash and deposits at the Fed. Many possible sources can provide cash or Fed deposits, and (historically) most of these sources of funds alter a bank’s required reserves. Accordingly, a substitute for federal funds is a funding source that does not alter required reserves or, in other words, has a 0 percent reserve requirement.

9 The Bank of England conducts its daily trading at noon and 2:30 p.m. The Bank may also trade at 9:45 a.m. if it forecasts a large shortage for the day. The Bank stands ready to intervene for settlement banks only at 3:50 p.m. to provide the necessary end-of-the-day liquidity. The multiple daily interventions by the Bank of England create interesting intraday research opportunities. However, we have access only to daily closing overnight LIBOR rates and thus leave the intraday questions for further research.
DATA AND METHODS

Data

For this paper, we use daily closing data for (i) federal funds rates, (ii) overnight general-collateral government repos, and (iii) overnight LIBOR. LIBOR coincides with the London close while the other rates reflect the New York close. Since London time is typically five hours ahead of New York time, the London close occurs late morning New York time. Accordingly, overnight LIBOR established at the close in London is established during the late morning in New York. We also use three-month T-bill yields as a proxy for the general level of short-term interest rates. To control properly for contemporaneous changes in short-term interest rates and thus isolate the daily settlement effects, we must account for the time difference between London and New York in our application of T-bill annualized yields. Accordingly, we use the U.S. closing T-bill yields in our tests on federal funds rates and on overnight general-collateral government repo rates, and we use 11:00 a.m. (Eastern time) T-bill yields in our tests on overnight LIBOR.

The sample period covers August 4, 1986, through January 31, 1995. The beginning of the sample period coincides with the first available date for the overnight LIBOR rates. Ending the sample on January 31, 1995, stops the sample period before the majority of U.S. banks began actively using retail-deposit sweep programs. Active use of such sweep programs altered the reserve positions of U.S. banks to a point where Anderson and Rasche (2001) describe the reserve requirements for most banks as “voluntary constraints.” Thus, the active use of sweep programs likely altered the reserve account management behavior of most banks. We end our sample at January 31, 1995, to avoid any possible change in reserve account management from the active use of retail-deposit sweep programs. Also, ending the sample period at this time provides approximately four years of data before and after the reserve reduction on Eurocurrency liabilities. The entire sample period coincides with the two-week reserve maintenance period used by the Federal Reserve.10 The data on federal funds, overnight repos, and three-month T-bills were collected from the daily logs of the International Monetary Market (IMM) division of the Chicago Mercantile Exchange. The IMM acquires the data from Telerate, and our overnight LIBOR data were purchased from Knight-Ridder, Inc.

Methods

Griffiths and Winters (1997) test for settlement rate-change effects in overnight government repos in a three-equation SUR model (seemingly unrelated regression) with dependent variables for government repos, federal funds, and GNMA repos. The basic equation in their SUR model was

\[
S_{pt} = a_1D_{14} + a_2D_{15} + a_3D_{11} + a_4D_{12} + a_5D_{13} + a_6D_{24} + a_7D_{25} + a_8D_{21} + a_9D_{22} + a_{10}D_{23} + a_{11}TB + \varepsilon_t,
\]

where \(S_{pt}\) is the change in the spread of an overnight rate (government repos, federal funds, GNMA repos) for day \(t\) \((S_{pt} - S_{pt-1})\) relative to three-month T-bill yields.\(11\) \(D_{ik}\) is a 0/1 dummy variable with \(i\) representing the first or second week of the reserve maintenance period and \(k\) representing the specific day of the week; and \(TB_t\) is the change in the three-month T-bill yield for day \(t\) \((\text{yield}_t - \text{yield}_{t-1})\). The change in T-bill yields is included in the model to control for changes in the general level of short-term interest rates.

The benefit of the SUR model is that it allows us to test for differences in parameter estimates across equations. The limitation of the SUR model in testing for settlement effects is that it does not allow us to incorporate the known daily heteroskedasticity in the federal funds market. Accordingly, Griffiths and Winters separately test daily variances with the following equation:

\[
\text{Var}_t = a_1D_{14} + a_2D_{15} + a_3D_{11} + a_4D_{12} + a_5D_{13} + a_6D_{24} + a_7D_{25} + a_8D_{21} + a_9D_{22} + a_{10}D_{23} + \varepsilon_t,
\]

where \(\text{Var}_t\) is the square of the daily spread change.

\(10\) The Federal Reserve switched from a one-week reserve maintenance period to a two-week reserve maintenance period for the maintenance period beginning on February 2, 1984. From that date to the present, the Fed has used a two-week maintenance period.

\(11\) Griffiths and Winters (1997) note that standard conventions suggest that the change in spread be specified as the log relative \([\ln(S_{pt}/S_{pt-1})]\) or as the percent change \([S_{pt}-S_{pt-1}]/S_{pt-1}\). However, the spread between overnight instruments and three-month T-bills is negative at several points during their sample period. A negative spread precludes using the standard conventions, and thus they use the first difference in daily spreads to calculate spread changes. We also have negative spreads at various times, and, therefore, we also use the first difference in daily spreads.
The presence of heteroskedastic daily variances suggests the need for a GARCH (general/autoregressive conditionally heteroskedastic) model that allows for the estimation of returns and conditional variance simultaneously. Such a model allows for the explicit inclusion of heteroskedasticity in the estimation process, which improves the model’s standard errors and thus the t-statistics. However, a GARCH estimation precludes the direct testing of differences in parameter estimates between equations that can be done in an SUR model. So, to test for settlement effects, ideally we would like a model that includes features of both SUR models and GARCH models. However, at the present time such a model does not exist, so we must choose which type of model works best in this situation. Since we are most interested in determining whether a settlement effect exists and since we have other methods for comparing the size of the effects, we choose to use a GARCH model because of its benefits for the estimation of standard errors and t-statistics.

Specifically, we chose a GARCH-M model, where the M denotes that the conditional variance is included in the mean equation and allows the conditional variance to provide information about returns (rate changes in this setting). Then, from the set of GARCH-M models, we chose the model proposed by Glosten, Jagannathan, and Runkle (GJR) (1993) because of its definition of the asymmetric term in the conditional variance. All GARCH-M models contain an intercept and two prespecified variables in the variance equation: (i) a trend term (the ARCH effect) and (ii) a persistence term (the GARCH effect). The innovation in the GJR-M model is a third prespecified term that is based on the sign of the prediction errors (the asymmetric term). This asymmetric term allows that certain prediction errors are more important to the market than other prediction errors. The GJR-M asymmetric term is a binary dummy variable, which we believe is intuitively appealing for the federal funds/LIBOR markets. In addition, we chose to estimate the GJR-M model with robust errors to calculate properly the t-statistics for the model parameter estimates (see Bollerslev and Wooldridge, 1992).

In the reserve maintenance process, banks typically have either excess reserves (actual reserves > required reserves) or short reserves (actual reserves < required reserves) and the period-ending excess or short position carries forward as the starting reserve position in the next reserve maintenance period. Excess reserves are an opportunity cost for the bank because it could have invested the excess but did not. Conversely, short reserves indicate that the bank has invested federal funds using an interest-free loan from the Federal Reserve. Thus, a clear asymmetry exists, which we believe makes the dummy variable definition for the asymmetric term in the GJR-M model appropriate.

We also tested two other specifications of GARCH-M to ensure that our results were not an artifact of our model choice. The other models are the EGARCH-M specification suggested by Nelson (1991), with two different specifications of the error term in the mean equation: (i) a normal distribution of errors and (ii) a generalized error distribution. The results from these specifications are qualitatively similar to the results reported below. They are omitted here for brevity, but are available upon request.

Cyree and Winters (2001) examine closing federal funds rates in a GARCH-M model and find significant ARCH/GARCH effects. They suggest that these ARCH/GARCH effects are consistent with the Spindt and Hoffmeister (1988) model of daily federal funds rate variances. Cyree and Winters do not find a significant mean effect for the conditional variance in federal funds rate changes. However, we include the conditional variance in the mean equation for the spread changes we examine to allow for the possibility that the conditional variance provides information about daily spread changes, thus ensuring that we have properly isolated the daily settlement effects in the spreads.

We start our model by putting equations (1) and (2) in the GARCH-M model developed by GJR

---

12 See Bollerslev, Chou, and Kroner (1992) for a review of the finance literature using GARCH models.

13 We tested the specification of our GJR-M model against the EGARCH-M models using likelihood ratio tests and found no significant difference between the models. Accordingly, we chose to report the GJR-M model results because of the intuitive appeal of the model relative to the incentives created by the Federal Reserve settlement rules. In addition, we performed the Box-Ljung Q-test on the residuals and squared residuals. In all cases, the residuals are negatively serially correlated, as expected, and the inclusion of lagged rate changes in the model does not remove the serial correlation. Also, including lagged rate changes in the model does not alter the interpretation (i.e., the qualitative values or significance) of the daily dummy variables. We note that Hamilton (1996) concludes that banks do not view reserves from different days as perfect substitutes, so we chose to use a model specification without lagged rate changes because we believe this best fits the economic realities of the federal funds market and its substitute markets for overnight money.
We extend equations (1) and (2) to include controls for quarter-ends (see Hamilton, 1996), and we remove the change in T-bill yields from the mean equation. We estimate our GARCH-M model with all the daily dummy variables in equations (1) and (2) and find results that are generally consistent with previous empirical results and with our expectations for LIBOR. However, we note that the model becomes difficult to converge and the results are very sensitive to starting point inputs. We believe the difficulties lie in the large number of dummy variable parameter estimates required when we use all the dummy variables. Furthermore, we have argued that settlement Wednesday is the one day that is unique to the U.S. bank settlement process, so we modify our model to reduce the number of dummy variables in the model. The new model converges easily and is not as sensitive to starting point inputs, yet the results remain consistent with the full-model empirical results, with previous empirical results in the literature, and with expectations. The model used to generate the results reported in the tables is as follows:

The GJR-M mean equation is:

\[ \Delta \text{Spd}_t = a_0 + a_1 \text{1stFriday} + a_2 \text{2ndFriday} + a_3 \text{SetWednesday} + a_4 \text{QTR} + \lambda \sigma^2_t + \epsilon_t, \]

where \( \Delta \text{Spd}_t \) is the first difference in the daily spread on day \( t \) and the spread is defined as the rate on the overnight instrument minus the yield on three-month T-bills\(^{16}\); \( \text{1stFriday} \) is a 0/1 dummy variable that equals 1 on the first Friday of each reserve maintenance period and 0 otherwise; \( \text{2ndFriday} \) is a 0/1 dummy variable that equals 1 on the second Friday of each reserve maintenance period and 0 otherwise; \( \text{SetWednesday} \) is a 0/1 dummy variable that equals 1 on settlement Wednesday and 0 otherwise; \( \text{QTR} \) is a 0/1 dummy variable that equals 1 on the last trading day of each quarter and 0 otherwise; \( \sigma^2_t \) is the conditional variance (volatility-in-mean term).

Note that in dummy variable regression models with omitted dummy variables, the parameter estimates of the remaining dummy variables are relative to the average of the omitted dummy variables. Fridays have falling rates, so we chose to keep the two Friday dummy variables in the model so that any model bias from omitting some dummy variables would be against finding a settlement Wednesday effect in the mean equation. The conditional variance equation for the GJR-M model is

\[ \sigma^2_t = b_0 + b_1 \epsilon^2_{t-1} + b_2 \sigma^2_{t-1} + b_3 \epsilon^2_{t-1} I_t + c_1 \text{1stFriday} + c_2 \text{2ndFriday} + c_3 \text{SetWednesday} + c_4 \text{QTR}, \]

where \( I_t \) is a 0/1 dummy variable that equals 1 if the lagged error is negative and 0 otherwise. The indicator variable accounts for asymmetry in the conditional variance equation as the addition to the variance based on the sign of last period’s error.

Note that in equation (4) the daily dummy variables and quarter-end dummy variable are contemporaneous with the conditional variance (which is not common in a GARCH model). This is important (and appropriate) in the daily dummy variables because the daily variances created by the settlement rules are conditioned by the day of the reserve maintenance period. Similarly, the quarter-end dummy variable is contemporaneous because, as Hamilton (1996) shows, there are significant quarter-end conditioning effects on the daily variance.

**Summary Statistics on Daily Spreads**

Table 1 shows the mean (median) spreads for the overnight rates relative to three-month T-bill yields for both the entire sample period and the subsample period after the reserve requirement reduction. Note that only after the reserve requirement change are Eurocurrency liabilities a substitute funding source for federal funds in the settlement process. In addition to these summary statistics, we conducted various mean difference tests. We find that each average spread is significantly lower (at the 1 percent level) after the reserve reduction. In
the period after the reserve reduction, we find that the average repo and LIBOR spreads are not different from each other, but that both are significantly higher (at the 1 percent level) than the average federal funds spread. Thus, after the implicit reserve tax was removed, the spread on LIBOR is similar to the spread on government repos—making the LIBOR-based liabilities a viable alternative to repos as a substitute for federal funds, as would be expected from the law of one price. Based on the average spreads, the substitute funding sources are not an attractive alternative to federal funds. However, the rate comparison may be very different on settlement Wednesdays.

RESULTS

This section presents our empirical results. The focus of our tests is to investigate overnight LIBOR spreads for U.S. settlement effects. However, before we can investigate LIBOR spreads we must first test for the presence of a settlement effect in federal funds spreads (the primary funding source) and overnight government repo spreads (the domestic substitute funding source) across our sample period. Accordingly, we begin our settlement effect tests on federal funds spreads. We follow federal funds with tests on overnight repos, and we conclude with tests on overnight LIBOR.

Federal Funds

We begin our analysis by estimating our GARCH-M model on the daily change in federal funds spreads. We divide our sample into two subsamples: before and after the lifting of the reserve requirement on Eurocurrency liabilities. The 3 percent reserve regime ended with the maintenance period that closed December 12, 1990, and the 0 percent regime began with the maintenance period that opened December 27, 1990. The purpose of this analysis of federal funds rates is to determine whether the previously identified settlement effects in rate changes and variance appear in federal funds rates during both subperiods of the our sample. The results on federal funds are reported in Table 3.

The first column of Table 3 presents the parameter estimates from our GARCH-M model for federal funds during the subperiod from February 7, 1991, through January 31, 1995. Beginning this subperiod on February 7, 1991, removes the first three reserve maintenance periods under the new rules from our analysis. This allows the market a little time to adjust to the new rules. Feinman (1993) notes, in fact, that substantial volatility occurred with the change to the new rules. Also, the manager of the federal funds trading desk of a large regional bank has said that it took banks several weeks to adjust to the new rules. Accordingly, we believe that removing the first three reserve maintenance periods, while clearly arbitrary, is reasonable.17

17 Including these periods prevents our GARCH-M model from converging for federal funds due to the unusual volatility during this six-week period. Using other methods that allow us to include the six-week period, we find qualitatively similar results to our GARCH results excluding the six weeks. These results are omitted for brevity, but are available upon request. Because we anticipate daily heteroskedasticity, we believe a GARCH model is the best method for our tests.

The significant and positive ARCH effect (ε₂₁) suggests trends in the daily variances, while the significant and positive GARCH effect (σ₂₁) suggests that shocks persist in the daily variances. Both effects are consistent with the model of daily federal funds variances by Spindt and Hoffmeister (1988). The settlement Wednesday parameter estimate is positive and significant at the 1 percent level, and it is much larger in magnitude than either of the Friday parameter estimates. This finding is consistent with a settlement effect in the conditional variance.

These results suggest that the predicted rate change and variance regularities are present in federal funds during the subperiod when Eurocurrency liabilities carried a 3 percent reserve requirement. With these results, it is reasonable to expect a settlement Wednesday effect in rates on substitute funding sources. A substitute funding source for federal funds is a U.S. dollar source of deposits at the Fed that carries a 0 percent reserve requirement and, thus, through the law of one price should cost a bank approximately the same interest rate as federal funds. During the period with the 3 percent reserve requirement on Eurocurrency liabilities, government repos were a substitute for federal funds but Eurocurrency liabilities were not. So, during this time period we would expect to find a settlement Wednesday effect in overnight government repo rates, but not in LIBOR.

The third column of Table 3 presents the parameter estimates from our GARCH-M model for federal funds during the subperiod from February 7, 1991, through January 31, 1995. Beginning this subperiod on February 7, 1991, removes the first three reserve maintenance periods under the new rules from our analysis. This allows the market a little time to adjust to the new rules. Feinman (1993) notes, in fact, that substantial volatility occurred with the change to the new rules. Also, the manager of the federal funds trading desk of a large regional bank has said that it took banks several weeks to adjust to the new rules. Accordingly, we believe that removing the first three reserve maintenance periods, while clearly arbitrary, is reasonable.17

17 Including these periods prevents our GARCH-M model from converging for federal funds due to the unusual volatility during this six-week period. Using other methods that allow us to include the six-week period, we find qualitatively similar results to our GARCH results excluding the six weeks. These results are omitted for brevity, but are available upon request. Because we anticipate daily heteroskedasticity, we believe a GARCH model is the best method for our tests.
The spread change results on Fridays and settlement Wednesday are consistent with the predicted pattern and consistent with the results from the earlier subperiod. The variance equation shows significant ARCH/GARCH effects. The variance equation also shows a settlement Wednesday parameter estimate that is positive and significant at the 1 percent level and substantially larger than the Friday parameter estimates. This finding is consistent with expectations and the results from the previous subperiod and is consistent with Feinman’s (1993) observation of increased variance after the reserve reduction.

These results suggest that the predicted pattern is present in the later subperiod. Again, this means we would expect to find a settlement Wednesday effect in rates of substitute funding sources.

### Overnight Government Repos

Table 4 presents the results from estimating our GARCH-M model on overnight government repos. Government repos are a substitute funding source for federal funds in the settlement process across our entire sample period. Accordingly, we expect to find settlement effects in overnight government repo rate changes and variances across our entire sample period. It is important to identify a settlement effect in a substitute funding source.
across the entire period for comparison with Euro-
currency liabilities, which only became a substitute
in the latter part of the sample period. The first
column of Table 4 reports the results from the sub-
period when Eurocurrency liabilities carried a 3
percent reserve requirement, and the third column
of Table 4 reports the results from the subperiod
with no reserve requirement.

The first set of results shows a negative and
significant estimate at the 1 percent level for the
first Friday and a positive and significant estimate
at the 5 percent level for settlement Wednesday.
The variance results indicate significant and positive
ARCH/GARCH effects, which are consistent with the
results for federal funds. Both Fridays and settlement
Wednesday contribute significantly to the condi-
tional variance. The settlement Wednesday param-
eter estimate is positive and about five times larger
than the Friday parameters. These results are con-
sistent with the existence of settlement effects in a
substitute funding source during the subperiod
with the 3 percent reserve requirement.

The second set of results on overnight govern-
ment repos shows strong evidence of the predicted
spread change effects with significant (1 percent
level) and negative spread changes on Fridays and
a significant (1 percent level) and positive spread
change on settlement Wednesday. The variance
equation shows significant and positive ARCH/
GARCH effects. As with the results on repos for the
earlier subperiod, settlement Wednesday provides
a significant (1 percent level) and positive contribu-
tion to the conditional variance and its parameter
estimate is substantially larger (about three times)

Table 4

<table>
<thead>
<tr>
<th>Variable</th>
<th>Estimate</th>
<th>t statistic</th>
<th>Estimate</th>
<th>t statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean equation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>-0.0082*</td>
<td>-1.75</td>
<td>-0.0011</td>
<td>-0.19</td>
</tr>
<tr>
<td>1stFriday</td>
<td>-0.0368***</td>
<td>-3.01</td>
<td>-0.0876***</td>
<td>-5.89</td>
</tr>
<tr>
<td>2ndFriday</td>
<td>-0.0224</td>
<td>-1.28</td>
<td>-0.0622***</td>
<td>-5.53</td>
</tr>
<tr>
<td>SetWednesday</td>
<td>0.0540**</td>
<td>2.00</td>
<td>0.0603***</td>
<td>2.73</td>
</tr>
<tr>
<td>QTR</td>
<td>0.0385</td>
<td>0.58</td>
<td>0.1589</td>
<td>1.64</td>
</tr>
<tr>
<td>σ²_t</td>
<td>0.4502***</td>
<td>5.25</td>
<td>0.0094</td>
<td>0.11</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variance equation</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.0102***</td>
<td>25.62</td>
<td>0.0264***</td>
<td>32.26</td>
</tr>
<tr>
<td>ε²_t-1</td>
<td>0.2835***</td>
<td>1.51</td>
<td>0.0433***</td>
<td>2.68</td>
</tr>
<tr>
<td>σ²_t-1</td>
<td>0.3471***</td>
<td>15.28</td>
<td>0.4732***</td>
<td>18.62</td>
</tr>
<tr>
<td>ε²_t-1,1t</td>
<td>-0.2591***</td>
<td>-10.46</td>
<td>-0.3917***</td>
<td>-14.14</td>
</tr>
<tr>
<td>1stFriday</td>
<td>-0.0100***</td>
<td>-7.05</td>
<td>-0.0143***</td>
<td>-6.88</td>
</tr>
<tr>
<td>2ndFriday</td>
<td>0.0128***</td>
<td>3.47</td>
<td>-0.0159***</td>
<td>-8.51</td>
</tr>
<tr>
<td>SetWednesday</td>
<td>0.0627***</td>
<td>13.53</td>
<td>0.0453***</td>
<td>7.27</td>
</tr>
<tr>
<td>QTR</td>
<td>0.0698***</td>
<td>3.73</td>
<td>0.1805**</td>
<td>2.52</td>
</tr>
</tbody>
</table>

NOTE: This table reports the results for estimating the GARCH-M model on the spread of the overnight government repo rate relative
to the closing three-month T-bill rates. The model is estimated twice. The first estimation is for the period from 8/4/86 through 12/12/90
when the reserve requirement for Eurocurrency liabilities is 3 percent. The second estimation is for the period from 2/7/91 through
1/31/95 when the reserve requirement for Eurocurrency liabilities is 0 percent. The mean equation for the GARCH-M model is
ΔSpdt = a₀ + a₁ 1stFriday + a₂ 2ndFriday + a₃ SetWednesday + a₄ QTR + λσ²_t + ε_t.
The conditional variance equation is σ²_t = b₀ + b₁ ε²_t-1 + b₂ σ²_t-1 + b₃ ε²_t-1,1t + c₁ 1stFriday + c₂ 2ndFriday + c₃ SetWednesday + c₄ QTR.
*/*** denote significance at the 10/5/1 percent levels.
These results show settlement effects in a substitute funding source during the subperiod with the 0 percent reserve requirement.

LIBOR

To this point, we have shown that the Fed’s settlement regulations influence spread changes and variance in the primary funding source (federal funds) and in the domestic substitute funding source (government repos). In this subsection, we explore the hypothesis that LIBOR spreads become influenced by Fed settlement regulations when Eurocurrency liabilities become a substitute funding source for federal funds through the reduction in the reserve requirement to 0 percent. Again, we remind the reader that only vault cash and deposits at the Fed can be used for settlement; therefore, a comparable substitute for federal funds would need to be a source of overnight U.S. dollar deposits at the Fed with a 0 percent reserve requirement, which, through the law of one price, should carry approximately the same interest rate as federal funds.

Table 5 presents the results from estimating our GARCH-M model on overnight LIBOR spreads. The first column reports the results from the subperiod with a 3 percent reserve requirement, and the third column reports the results from the subperiod with the 0 percent reserve requirement on Eurocurrency liabilities. In this formulation, we switch to the 11:00 a.m. quote for three-month Treasury bill rates. This allows for a time-consistent spread for (closing) overnight LIBOR rate quotes from the U.K. market relative to the relevant T-bill quote.

<table>
<thead>
<tr>
<th>Variable</th>
<th>8/4/86–12/12/90</th>
<th>2/7/91–1/31/95</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>t statistic</td>
</tr>
<tr>
<td><strong>Mean equation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>-0.0001</td>
<td>-0.03</td>
</tr>
<tr>
<td>1stFriday</td>
<td>0.0028</td>
<td>0.25</td>
</tr>
<tr>
<td>2ndFriday</td>
<td>0.0148</td>
<td>1.03</td>
</tr>
<tr>
<td>SetWednesday</td>
<td>-0.0163</td>
<td>-1.50</td>
</tr>
<tr>
<td>QTR</td>
<td>0.0303</td>
<td>0.56</td>
</tr>
<tr>
<td>$\sigma^2_t$</td>
<td>0.0693</td>
<td>0.98</td>
</tr>
<tr>
<td><strong>Variance equation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>0.0030***</td>
<td>22.27</td>
</tr>
<tr>
<td>$\epsilon^2_{t-1}$</td>
<td>0.5360***</td>
<td>96.37</td>
</tr>
<tr>
<td>$\sigma^2_{t-1}$</td>
<td>0.4442***</td>
<td>27.51</td>
</tr>
<tr>
<td>$\epsilon^2_{t-1}l_t$</td>
<td>-0.0514**</td>
<td>-2.18</td>
</tr>
<tr>
<td>1stFriday</td>
<td>0.0004</td>
<td>0.27</td>
</tr>
<tr>
<td>2ndFriday</td>
<td>0.0235***</td>
<td>12.79</td>
</tr>
<tr>
<td>SetWednesday</td>
<td>0.0045***</td>
<td>2.79</td>
</tr>
<tr>
<td>QTR</td>
<td>0.0465***</td>
<td>3.04</td>
</tr>
</tbody>
</table>

NOTE: This table reports the results for estimating the GARCH-M model on the spread of the overnight LIBOR rate relative to the closing three-month T-bill rates. The model is estimated twice. The first estimation is for the period from 8/4/86 through 12/12/90 when the reserve requirement for Eurocurrency liabilities is 3 percent. The second estimation is for the period from 2/7/91 through 1/31/95 when the reserve requirement for Eurocurrency liabilities is 0 percent. The mean equation for the GARCH-M model is $\Delta S_p t = \alpha_0 + \alpha_1 1stFriday + \alpha_2 2ndFriday + \alpha_3 SetWednesday + \alpha_4 QTR + \lambda \sigma^2_t + \epsilon_t$.

The conditional variance equation is $\sigma^2_t = \beta_0 + \beta_1 \epsilon^2_{t-1} + \beta_2 \sigma^2_{t-1} + \beta_3 \epsilon^2_{t-1}l_t + \beta_4 1stFriday + \beta_5 2ndFriday + \beta_6 SetWednesday + \beta_7 QTR$.

*/**/*** denote significance at the 10/5/1 percent levels.
The first set of results shows no evidence of the settlement effects found for federal funds and overnight government repos during this subperiod when Eurocurrency liabilities were not a substitute funding source. Specifically, there is no significant spread increase on settlement Wednesday and settlement Wednesday is not the largest daily contribution to the conditional variance. These results suggest that, during the time period when Eurocurrency liabilities carried a reserve tax, banks did not use Eurocurrency liabilities in managing their reserve accounts.

The second set of results shows strong evidence of settlement effects. Specifically, the spread changes in the mean equation show a significantly positive settlement Wednesday effect. The variance equation shows significant and positive ARCH/GARCH effects. Settlement Wednesday provides a positive and significant (1 percent level) contribution to the conditional variance, with its parameter estimate being about three times larger than the parameter estimates on Fridays. These results are consistent with the results from federal funds and overnight government repos from the same subperiod, which suggests that during this period U.S. banks did become the marginal borrower in dollar-based Eurocurrency liabilities as they managed their reserve accounts on settlement Wednesdays.

The results for LIBOR in the first subperiod are clearly different from those in the second subperiod. With significant settlement effects in the latter period, the combination of LIBOR results suggests that the change in the reserve requirements on Eurocurrency liabilities had a significant impact on the overnight money markets in London.

**The Size of Settlement Wednesday**

At this point, we have shown that after the reserve reduction on Eurocurrency liabilities the average federal funds spread is significantly smaller than the average spreads on the substitute funding sources and that settlement Wednesday effects in spread changes exist in each asset. In this section, we discuss the size of the settlement Wednesday spread change in each instrument after the reserve reduction and the appropriate implications. Recall that the timing of the LIBOR results aligns with the late morning in the U.S., and that Griffiths and Winters (1995) show that the majority of the settlement Wednesday effect appears in the afternoon. So, since the London market closes in late morning, one would not anticipate the same magnitude of spread changes in the London market as in the domestic markets.

To address the size of the settlement Wednesday spread change effect, we calculate the average spread change on each funding source on settlement Wednesday.\(^\text{19}\) We find the following average spread changes on settlement Wednesdays after the reserve reduction: (i) a 24-basis-point increase for federal funds, (ii) a 15-basis-point increase for overnight government repos, and (iii) an 8-basis-point increase in overnight LIBOR.

These findings are consistent with our expectations for the following reasons. First, the primary funding source should have the largest increase because it is, on average, the cheapest and most convenient source of funds (because banks are already regular and active participants in federal funds trading) and thus should be the focus of the settlement Wednesday rate pressure. Second, the rate pressure should be greater in overnight repo rates than overnight LIBOR because of the timing of the two markets: The brokered repo market is active during the afternoon in the United States, while the London LIBOR-based Eurocurrency market is closed. Thus, overnight repo rates are open to the significant rate pressures of settlement Wednesday afternoons while overnight LIBOR is not.

**Control Variables**

There are results from some of the control variables that deserve a brief discussion. We have delayed the discussion until this point to avoid detracting from the primary focus of the paper, which is the pervasiveness of the Federal Reserve settlement regulations.

Quarter-ends exhibit significant and positive contributions to the conditional variances across all instruments in this study and across both sample subperiods. However, only one of six quarter-end parameter estimates in the mean equations is significant. This combination of results suggests uncertainty in these markets at quarter-ends without a consistent increase or decrease in rate pressure. This finding suggests a great deal of funds movement at quarter-end without squeezes or shortages.

The asymmetric term in the conditional variance is significant and negative in five of six estimates. The one exception is for federal funds in the latter

\(^{19}\) We cannot directly use the parameter estimates reported from the GARCH-M model because the spread change equation includes a conditional variance effect.
period, which was unusually volatile. A significant parameter estimate suggests that some errors are more important to the market than other errors, and a negative parameter estimate suggests a reduction in the conditional variance. A negative parameter estimate from our specification of the asymmetric term suggests that, when the actual rate is less than the rate the market expected, conditional variance declines.

CONCLUSION

In this paper, we examine overnight LIBOR around the change by the Federal Reserve in the reserve requirement on Eurocurrency liabilities from 3 percent to 0 percent. The change in the reserve requirement eliminates the reserve tax on Eurocurrency liabilities and thus allows the law of one price to make Eurocurrency liabilities a viable alternative funding source for federal funds for banks in managing their reserve accounts. We find no evidence of settlement Wednesday effects in LIBOR during the period of the 3 percent reserve requirement, but we find strong evidence of settlement Wednesday effects in LIBOR during the period of the 0 percent reserve requirement. Our results suggest that, when Eurocurrency liabilities are a substitute funding source for federal funds, banks use them in managing their reserve accounts—becoming the marginal borrower on settlement Wednesdays. In contrast, when Eurocurrency liabilities carry a reserve tax, banks use other funding sources in managing their reserve accounts.

Our results suggest the following: Overnight money markets are global and the micromechanics of one market can spillover into another market and, in this case, carry the effects of Federal Reserve settlement rules into off-shore markets. That is, we demonstrate that changes in Fed policy allowing Eurocurrency liabilities to be a substitute funding source in the settlement process results in LIBOR being affected by the Fed's bank settlement procedures.
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Identifying Business Cycle Turning Points in Real Time

Marcelle Chauvet and Jeremy M. Piger

A common feature of industrialized economies is that economic activity moves between periods of expansion, in which there is broad economic growth, and periods of recession, in which there is broad economic contraction. Understanding these phases, collectively called the business cycle, has been the focus of much macroeconomic research over the past century. In the United States, the National Bureau of Economic Research (NBER), a private, nonprofit research organization, serves a very useful role in cataloging stylized facts about business cycles and providing a historical accounting of the dates at which regime shifts occur. This task began soon after the founding of the NBER in 1920 and has continued to the present day.1 Since 1980, the specific task of dating “turning points” in U.S. business cycles, or those dates at which the economy switches from the expansion regime to the contraction regime and vice versa, has fallen to the NBER’s Business Cycle Dating Committee.2

The NBER dates a turning point in the business cycle when the committee reaches a consensus that a turning point has occurred. Although each committee member likely brings different techniques to bear on this question, the decision is framed by the working definition of a business cycle provided by Arthur Burns and Wesley Mitchell (1946, p. 3):

Business cycles are a type of fluctuation found in the aggregate economic activity of nations that organize their work mainly in business enterprises: a cycle consists of expansions occurring at about the same time in many economic activities, followed by similarly general recessions, contractions and revivals which merge into the expansion phase of the next cycle.

A fundamental element of this definition is the idea that business cycles can be divided into distinct phases, with the phase shifts characterized by changes in the dynamics of the economy. In particular, expansion phases are periods when economic activity tends to trend up, whereas recession phases are periods when economic activity tends to trend down. In practice, to date the transition from an expansion phase to a recession phase, or a business cycle peak, the NBER looks for clustering in the shifts of a broad range of series from a regime of upward trend to a regime of downward trend. The converse exercise is performed to date the shift back to an expansion phase, or a business cycle trough.

The NBER’s announcements garner considerable publicity. Given this prominence, it is not surprising that the business cycle dating methodology of the NBER has come under some criticism. Two criticisms that are of primary interest in this paper are as follows: First, because the NBER’s decisions represent the consensus of individuals who bring differing techniques to bear on the question of when turning points occur, the dating methodology is neither transparent nor reproducible. Second, the NBER business cycle peaks and troughs are often determined well after the fact. This practice appears to be largely the result of the NBER’s desire to avoid calling false turning points.

Of course, the NBER is not the only source of information regarding business cycle turning points. Economists and statisticians have developed many statistical methods that automate the dating of business cycle peaks and troughs (see Boldin, 1994, for a summary). One such technique is the Markov-switching model. This model, popularized by Hamilton (1989) in the economics profession, is capable of statistically identifying shifts in the

1 For an interesting history of the NBER’s role in defining and dating the business cycle, see Moore and Zarnowitz (1986).

2 There are currently six members of the committee: Robert Hall of Stanford University, Martin Feldstein of Harvard University, Jeffrey Frankel of the University of California at Berkeley, Robert Gordon of Northwestern University, N. Gregory Mankiw of Harvard University, and Victor Zarnowitz of Columbia University.
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parameters of a statistical process driving a time series of interest. These models are quite simple, making them transparent and reproducible. Also, Layton (1996) provides some evidence that Markov-switching models provide timely identification of business cycle turning points.3

In this paper we take it as given that the NBER correctly identifies the dates of business cycle turning points. We then evaluate the real-time performance of the Markov-switching model in replicating the NBER’s business cycle dates. We apply the model to two datasets, growth in quarterly real gross domestic product (GDP) and growth in monthly economy-wide employment. We first confirm the result found elsewhere that the model is able to replicate the historical NBER business cycle dates fairly closely when estimated using all available data. Second, we evaluate the real-time performance of the model at dating business cycles over the past 40 years; this is accomplished by estimating the model on recursively increasing samples of data and evaluating the evidence for a new turning point at the end of each sample.

This approach builds on the exercise undertaken in Layton (1996), extending it in two main ways. First, while Layton used fully revised data in his recursive estimations, here we use “real-time” data. That is, for each recursive sample we use only data that would have been available at the end of the sample period being considered. This method provides a more realistic assessment of how the model would have performed, as it does not assume knowledge of data revisions that were not available at the time the model would have been used. Second, we extend Layton’s sample to include the 2001 recession, in order to investigate the properties of the model in the most recent business cycle.

The results of this exercise suggest that the model chooses turning points in real time that are fairly close to the NBER dates. In addition, we find evidence that the model would have identified business cycle turning points faster than the NBER Business Cycle Dating Committee, with a larger lead time in the case of troughs. The switching model achieves this performance with few incidences of false positives. Overall, these results suggest that the Markov-switching model is a potentially very useful tool to use alongside the traditional NBER analysis.

Of course, this line of research is predicated on the assumption that turning point dates are interesting concepts, and some might question whether these dates have any worthwhile intrinsic meaning. We argue that they do. There is much evidence that the two regimes defined by the NBER turning point dates are quite different, beyond the distinction of expansion versus contraction. First, knowledge of which regime the economy is in can improve forecasts of economic activity (see, for example, Hamilton, 1989). Second, there is evidence that the relationship between economic variables changes over NBER-identified phases. For example, McConnell (1998) and Gavin and Kliesen (2002) have shown that the relationship between initial claims for unemployment insurance and employment growth is stronger during NBER-dated recessions. Third, there is growing evidence that fluctuations in output during NBER recession episodes are purely temporary, whereas those during NBER expansion episodes are permanent (see, for example, Beaudry and Koop, 1995, and Kim, Morley, and Piger, 2002). This finding is suggestive of a “plucking” model for U.S. output, in which the business cycle is characterized more by negative deviations from trend output than by positive deviations.4 Such a pattern is not generally implied by linear macroeconomic models of the business cycle, suggesting that the NBER dates define interesting economic episodes from a modeling perspective. Finally, the NBER dates, regardless of whether they have intrinsic meaning, garner considerable attention from the media and politicians. Thus, if the economics community is going to produce estimates of turning points, we should be interested in developing accurate, timely, and transparent methods for doing so.

In the next section we provide a review of the Markov-switching model used in this paper. The third section discusses the full sample and “real-time” performance of the model for dating turning points in the business cycle.

THE MARKOV-SWITCHING MODEL OF BUSINESS CYCLE DYNAMICS

As discussed in the introduction, the NBER definition of a business cycle places heavy emphasis on regime shifts in the process driving economic

---


4 The “plucking” terminology was coined by Milton Friedman (1964, 1993).
activity. In the past 15 years there have been numerous advances in formally modeling regime shifts in a rigorous statistical framework. In a paper published in 1989, James Hamilton developed an extremely useful tool for statistically modeling regime shifts in autoregressive time series models. To understand this model, it is useful to begin with a simple linear time-series framework for the growth rate of some measure of economic activity, $y_t$:

$$
(y_t - \mu) = \rho(y_{t-1} - \mu) + \epsilon_t \\
\epsilon_t \sim N(0, \sigma^2).
$$

In this model, the growth rate of economic activity has a mean denoted by $\mu$. Deviations from this mean growth rate are created by the stochastic disturbance, $\epsilon_t$. These deviations are serially correlated, modeled as an AR(1) time-series process with parameter $\rho$.

Hamilton’s innovation was to allow the parameters of the model in (1) to switch between two regimes, where the switching is governed by a state variable, $S_t = \{0, 1\}$. When $S_t = 0$ the parameters of the model are different from those when $S_t = 1$. Clearly, if $S_t$ were an observed variable, this model could simply be estimated using dummy variable methods. However, Hamilton showed that even if the state is unobserved, the parameters of the model in each state could be estimated if one is willing to place restrictions on the probability process governing $S_t$. Hamilton derives an estimation technique that could be used to estimate the model when the probability process governing $S_t$ is a first-order Markov chain. This stipulation simply means that any persistence in the state is completely summarized by the value of the state in the previous period. Under this assumption, the probability process driving $S_t$ is captured by the following four transition probabilities:

$$
P(S_t = 1 | S_{t-1} = 1) = p \\
P(S_t = 0 | S_{t-1} = 1) = 1 - p \\
P(S_t = 0 | S_{t-1} = 0) = q \\
P(S_t = 1 | S_{t-1} = 0) = 1 - q
$$

Clearly, conclusions regarding when $S_t$ changes may depend on which parameters of the model are allowed to change. For example, the instances when the data may support regime shifts in the variance of the disturbance, $\sigma^2$, may be at different times from those in the autoregressive parameter, $\rho$. Thus, if we are interested in using this model for identifying the NBER’s turning point dates, we should allow regime switching in those parameters of the model that seem to change from expansion to recession. Hamilton showed that allowing the mean growth-rate parameter, $\mu$, to vary with $S_t$ seems to be adequate for this task. In particular, Hamilton specified the following augmented version of (1):

$$
(y_t - \mu_{S_t}) = \rho(y_{t-1} - \mu_{S_{t-1}}) + \epsilon_t \\
\epsilon_t \sim N(0, \sigma^2) \\
\mu_{S_t} = \mu_0 + \mu_1 S_t \\
\mu_1 < 0
$$

where $S_t$ depends on the transition probabilities in (2). Here, when $S_t$ switches from 0 to 1, the growth rate of economic activity switches from $\mu_0$ to $\mu_0 + \mu_1$. Since $\mu_1 < 0$, the model will estimate these switches at times when economic activity switches from high-growth to low-growth states. Hamilton applied this technique to the growth rate of U.S. gross national product and found the best fit when $\mu_0 > 0$ and $\mu_0 + \mu_1 < 0$, suggesting the model was capturing regimes when the economy was expanding versus regimes when the economy was contracting. The estimated probability that $S_t$ was equal to 1 conditional on all the data in the sample, denoted $P(S_t = 1 | T)$, corresponded very closely to NBER recession dates. This finding was particularly striking in that Hamilton estimated his model with only one variable describing economic activity.

Since the publication of Hamilton’s paper, a large number of alternative Markov-switching models of the business cycle have been studied. Boldin (1994) fits the Hamilton model to an alternative measure of economic activity, namely, the unemployment rate. Other authors, for example, Hansen (1992), allow for regime-switching in parameters other than the mean growth rate, such as the residual variance or autoregressive parameters. The Hamilton model was modified to allow for additional phases in business cycle dynamics by Sichel (1994), Kim and Nelson (1999), and Kim, Morley, and Piger (2002). Finally, building on work by Diebold and Rudebusch (1996), Chauvet (1998) and Kim and Yoo (1995) extended the Hamilton model to a multivariate framework, estimating a coincident index of economic activity with a regime-switching mean growth rate.
DATING BUSINESS CYCLES WITH THE SWITCHING MODEL

Model Specification and Estimation

In this paper we work with the model given in equations (2) and (3), which is applied to two different measures of economic activity for which rich unrevised “real-time” datasets are available. The first is the growth rate of quarterly real U.S. GDP, yielding a model very similar to that originally estimated by Hamilton. The second is a higher-frequency measure of economic activity, monthly nonfarm payroll employment.

The model is estimated using Hamilton’s (1989) nonlinear filter. The algorithm provides the conditional probability of the latent Markov state, which permits evaluation of the conditional likelihood of the observable variable. The filter evaluates this likelihood function, which can be maximized with respect to the model parameters using a nonlinear optimization algorithm. The estimation procedure and derivation of the likelihood function are described in detail in Hamilton (1994). Following Albert and Chib (1993), we set the autoregressive coefficient, $\rho$, equal to 0, a priori. This specification seems best able to replicate the historical record of NBER business cycle dates.

Full-Sample Business Cycle Dates

Before analyzing the real-time ability of the model to date turning points, we are first interested in their ability to replicate the NBER business cycle chronology using all available data. Thus, we first estimate the model using data on (i) growth in real GDP from the second quarter of 1947 through the second quarter of 2002 and (ii) data on nonfarm payroll employment growth from February 1947 through July 2002. The GDP data are from the July 31, 2002, release from the Bureau of Economic Analysis, and the employment data are from the August 2, 2002, release from the Bureau of Labor Statistics.

As a first step in evaluating the ability of the model to replicate the NBER turning point dates, consider Figures 1A and B, which hold the estimated probability that $S_t = 1$ conditional on all the data in the sample, or $P(S_t = 1 | T)$, for both applications of the model. In the graphs, shading indicates NBER-labeled recessions. The graphs suggest that the model captures the NBER chronology fairly closely. During periods that the NBER classifies as expansions, $P(S_t = 1 | T)$ is usually close to 0. Near the point where the NBER recession begins, $P(S_t = 1 | T)$ spikes upward and remains high until around the time when the NBER dates the end of the recession.

Although visual inspection of the probabilities suggests comparability, it is difficult to tell how close the turning points from the Markov-switching model are to the NBER dates without the tabulation of specific dates based on the probabilities produced by the model. To do this, a formal definition is needed to convert the probabilities produced by the switching model into turning point dates. One approach, used by Hamilton (1989) among others, is to classify a turning point as occurring when $P(S_t = 1 | T)$ moves from below 50 percent to above 50 percent or vice versa. This approach has an intuitive appeal as it separates times when an expansion state is more likely from those when a recession state is more likely. This rule would be problematic if $P(S_t = 1 | T)$ fluctuated around 50 percent, in which case an excessive number of business cycle peaks and troughs would be called. However, since the Markov-switching model applied to the GDP and employment series produces probabilities that are generally close to 0 or 1, we adopt this simple definition.

We augment this definition with one of two rules specifying how long a phase must persist before a turning point is identified. For example, suppose $P(S_t = 1 | T)$ moves from below 50 percent to above 50 percent. Should we immediately declare a business cycle peak has occurred and the economy has entered a recession phase? Or should we require confirmation of the recession phase, by verifying that $P(S_{t+1} = 1 | T)$, $P(S_{t+2} = 1 | T)$, …, $P(S_{t+k} = 1 | T)$ are all above 50 percent? A smaller value for $k$ increases the speed at which a turning point might be identified, but increases the chances of calling a false positive. Our first rule is defined for maximum speed, requiring only that a single occurrence of a probability crossing 50 percent, meaning that for real GDP, which is measured quarterly, this requirement is met with only a single occurrence of a probability crossing 50 percent, meaning that rule 1 is identical to rule 2. For employment data, which is measured monthly, rule 2 requires three consecutive probabilities above (below) 50 percent and will thus differ from rule 1.

Formally, our turning point rules for employ-
Figure 1

A. Full-Sample Estimated $P(S_t = 1)$ from Markov-Switching Model of Quarterly Real GDP

NOTE: Data vintage July 31, 2002. Shaded areas denote NBER recession dates.

B. Full-Sample Estimated $P(S_t = 1)$ from Markov-Switching Model of Monthly Nonfarm Payroll Employment

NOTE: Data vintage August 2, 2002. Shaded areas denote NBER recession dates.
ment and GDP growth can be specified using the following definitions:

**Monthly Employment Growth.** Definition 1: A business cycle peak is said to occur in month \( t + 1 \) if the economy was in an expansion in month \( t \) and

- **Rule 1:** \( P(S_{t+1} = 1) \geq 0.5; \)
- **Rule 2:** \( P(S_{t+1} = 1) \geq 0.5 \) and \( P(S_{t+2} = 1) \geq 0.5 \) and \( P(S_{t+3} = 1) \geq 0.5. \)

Definition 2: A business cycle trough is said to occur in month \( t \) if the economy was in a recession in month \( t \) and

- **Rule 1:** \( P(S_{t+1} = 1) < 0.5; \)
- **Rule 2:** \( P(S_{t+1} = 1) < 0.5 \) and \( P(S_{t+2} = 1) < 0.5 \) and \( P(S_{t+3} = 1) < 0.5. \)

**GDP Growth.** Definition 1: A business cycle peak is said to occur in quarter \( t + 1 \) if the economy was in an expansion in quarter \( t \) and \( P(S_{t+1} = 1) \geq 0.5. \)

Definition 2: A business cycle trough is said to occur in quarter \( t \) if the economy was in a recession in quarter \( t \) and \( P(S_{t+1} = 1) < 0.5. \)

Table 1A contains the NBER turning point dates and the corresponding dates obtained from the Markov-switching model applied to real GDP growth based on the above definitions. The agreement between the two is striking. The Markov-switching model captures each of the NBER business cycle peaks and troughs in the sample. The average discrepancy between the 10 NBER business cycle peaks and the business cycle peaks from the switching model applied to real GDP growth is approximately 2.4 months, with a maximum discrepancy of 6 months and a standard deviation of 1.8 months. Business cycle troughs are dated even closer. There is no discrepancy on average between the nine NBER business cycle troughs and the business cycle troughs from the switching model (the two dates are the same for six of the nine troughs), with a maximum discrepancy of 6 months and a standard deviation of around 2.7 months. Generally the model tends to determine turning points at or before the ones established by the NBER. The only exception is for the 1990-91 recession trough, for which the switching model dates the trough two quarters after the NBER date.

In addition to capturing each of the NBER business cycle dates, the switching model applied to GDP growth generates no false business cycle dates. That is, for the whole sample, the probability of recession only increased (decreased) above (below) 50 percent near the beginning or end of an actual recession. Thus, for the model applied to real GDP, an increase or decrease in the probability of recession above or below 50 percent sends a very strong signal that a turning point has actually occurred.

Table 1B shows the NBER turning point dates and the corresponding dates obtained from the Markov-switching model applied to monthly employment growth under rule 1 defined above. The agreement between the two sets of dates is very close, although somewhat less so than that obtained from GDP. There are two reasons for this. First, we are using employment at the monthly frequency, which is a much more noisy series than quarterly GDP. Second, employment slightly lags the business cycle. Generally employment falls after a recession begins and increases after it ends, as employers are reluctant to fire (or hire) until a recession gains intensity (or there are clear signs of its end). Nevertheless, the switching model applied to monthly employment captures each of the NBER business cycle peaks and troughs in the sample. The average discrepancy between the NBER peaks and the peaks from the switching model is approximately 1 month, with a maximum discrepancy of 9 months and a standard deviation of 3.6 months. Similarly, the average discrepancy between the NBER trough dates and the trough dates from the switching model is 1.8 months, with a maximum discrepancy of 10 months and a standard deviation of 3.2 months.

The trough dates from the switching model applied to employment tend to slightly lag the NBER dates. In particular, all troughs from employment either lag (five of nine) or coincide (four of nine) with the NBER’s. The results are mixed for peak dates: Half of the peak dates from the model either coincide or lead the NBER peak dates, whereas half lag the NBER dates.

In addition to the business cycle dates in Table 1B, turning point rule 1 identified three false-positive business cycle dates, all early in the sample. If the minimum number of consecutive months that \( P(S_{t} = 1|T) \) is required to be above (below) 50 percent before a turning point is identified were increased to two, only a single false-positive result occurs (February 1948). Under turning point rule 2 defined above, in which \( P(S_{t} = 1|T) \) is required to be above (below) 50 percent for three consecutive months before a turning point is defined, there are no false-positive results. This is achieved with no tradeoff in terms of missed NBER dates; rule 2 still captures
Table 1

Business Cycle Dates—NBER and Markov-Switching Models Estimated Over Full Sample

<table>
<thead>
<tr>
<th>A. Real GDP</th>
<th>Peak</th>
<th>Trough</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NBER</td>
<td>Switching model</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>November 1948</td>
<td>1948:Q4</td>
<td>0</td>
</tr>
<tr>
<td>July 1953</td>
<td>1953:Q3</td>
<td>0</td>
</tr>
<tr>
<td>August 1957</td>
<td>1957:Q2</td>
<td>1Q</td>
</tr>
<tr>
<td>April 1960</td>
<td>1960:Q2</td>
<td>0</td>
</tr>
<tr>
<td>November 1973</td>
<td>1973:Q3</td>
<td>1Q</td>
</tr>
<tr>
<td>Mean</td>
<td>0.8Q</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>1.0Q</td>
<td></td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.6Q</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>B. Nonfarm Payroll Employment</th>
<th>Peak</th>
<th>Trough</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NBER</td>
<td>Switching model</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>November 1948</td>
<td>October 1948</td>
<td>1M</td>
</tr>
<tr>
<td>July 1953</td>
<td>June 1953</td>
<td>1M</td>
</tr>
<tr>
<td>August 1957</td>
<td>April 1957</td>
<td>4M</td>
</tr>
<tr>
<td>April 1960</td>
<td>May 1960</td>
<td>–1M</td>
</tr>
<tr>
<td>March 2001</td>
<td>February 2001</td>
<td>1M</td>
</tr>
<tr>
<td>Mean</td>
<td>–1.1M</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>–0.5M</td>
<td></td>
</tr>
<tr>
<td>Standard deviation</td>
<td>3.6M</td>
<td></td>
</tr>
</tbody>
</table>

NOTE: Leads (lags) are represented by + (−) and indicate how many months the switching model anticipates (lags) the NBER dating, whereas 0 indicates that the two dating systems coincide.
all of the NBER business cycle peaks and troughs in the sample.

**Real-Time Business Cycle Dates**

In this section we investigate the real-time performance of the switching model for dating business cycles. This will involve an out-of-sample evaluation of the model’s performance. Our out-of-sample period will be the past 40 years of data, with prior data used for initial estimation of the model. We are interested in the following question: Had the switching model been used to date business cycles in the past, how would it have performed? We are particularly interested in the ability of the model to accurately and quickly identify in real time the six NBER peaks and five NBER troughs over this period. We are also interested in the incidence of false business cycle dates, that is, business cycle dates identified by the model that do not correspond to an NBER-dated peak or trough.

There are two features of such a real-time exercise. First, only data over the sample period that the business cycle analyst would have had available at that time should be used. We achieve this first requirement by using a recursive estimation routine. This routine works as follows: We begin with data that extends from the second quarter of 1947 to the third quarter of 1965 for real GDP and from February 1947 to October 1964 for employment. The model is estimated and the probability of a new turning point at the end of the sample evaluated. The sample is then extended by one data point, the model reestimated, and the probability of a turning point evaluated. This process is repeated until the final sample is reached, which extends from the second quarter of 1947 to the second quarter of 2002 for real GDP and from February 1947 to July 2002 for employment.

The second feature of the real-time exercise is to assume no more knowledge of data revisions than what would have been known by an econometrician estimating the model at the time. Thus, for each end-of-sample date in the recursive estimation routine, we use the first available release of these data. For example, for our first sample for real GDP data, which extends from the second quarter of 1947 through the third quarter of 1965, we use the first release of data that included the third quarter of 1965. For real GDP these data were available by the beginning of the second month of the fourth quarter of 1965, which we refer to as the *vintage* of this dataset. The monthly employment datasets are similar, except they are more timely than the GDP data. In particular, the first release of employment data for a given month is usually available by the first week of the subsequent month. We obtained the real-time datasets for quarterly real GDP and monthly payroll employment from the Federal Reserve Bank of Philadelphia.\(^5\)

In evaluating the evidence for a turning point, we consider the probability of a recession at the end of the sample for that particular vintage, that is, \(P(S_T = 1 | T)\), where \(T\) denotes the end of the sample period. This will be referred to as the “real-time recursive probability” throughout the remainder of the paper. Such an estimated probability, which is estimated for time \(t\) using time \(t\) information, is often called a “filtered” probability. This is, of course, less information than econometricians would have had available to them at the time, as econometricians would also have had the so-called “smoothed” probabilities for prior dates, that is, \(P(S_t = 1 | T)\), where \(t < T\). Thus, while the model might miss a turning point at time \(t\) for the dataset that ends at time \(t\), it might catch this turning point for the dataset that ends at \(T\). We do not allow for this possibility in the following, thus placing the model at a disadvantage for dating turning points. However, as will be shown, the model’s performance is still quite good despite this disadvantage.

Figures 2A and B plot the real-time recursive probability of a recession at the end of the sample against the NBER business cycle dates. That is, the point on the graph for date \(t\) represents the estimated probability of recession at date \(t\) for the recursive sample that ended on date \(t\). The probabilities are closely related to the NBER turning points, tending to increase or decrease substantially only around NBER peaks and troughs. The real-time recursive probabilities of recession from the employment data are noisier than those from GDP growth, which is not surprising given the higher frequency of the employment data.

We next move to tabulation of business cycle dates using turning point rule 1 for converting probabilities into business cycle dates defined in the section “Full-Sample Business Cycle Dates.” Tables 2A and B contain the NBER business cycle peak and trough dates and the corresponding dates identified in real time by the switching model. The top frame of each table evaluates the performance of the model in capturing business cycle peaks. The bottom frame evaluates business cycle troughs. The first column

\(^5\) See Croushore and Stark (2001) for information regarding this dataset.
Figure 2

A. Real-Time Recursively Estimated $P(S_t = 1)$ from Markov-Switching Model of Quarterly Real GDP

NOTE: Shaded areas denote NBER recession dates.

B. Real-Time Recursively Estimated $P(S_t = 1)$ from Markov-Switching Model of Monthly Nonfarm Payroll Employment

NOTE: Shaded areas denote NBER recession dates.
gives the first date (labeled “Peak date”) that a turning
point was assigned in real time by the switching
model. The second column gives the date this turn-
ing point would have first been identified
using the switching model (as early February is
approximately when the first iteration of GDP data
for the fourth quarter of 1969 would have been
available). The third and fourth columns give the
official NBER business cycle dates and when they
were announced. Note that the NBER Business Cycle
Dating Committee began dating business cycle
peaks and troughs in real time with the 1980 recession.
Thus, the dates of these announcements are
recorded in the table only from this date on. The
fifth column records the discrepancy between the
peak or trough date first assigned by the switching
model and the corresponding date assigned by the
NBER, which is the amount of time the date in col-
umn 1 precedes that in column 3. The final column
shows how far in advance of the NBER date the
switching model date would have been available—
that is, the amount of time the date in column 2
anticipates that in column 4.

Tables 2A and B demonstrate that the switching

<table>
<thead>
<tr>
<th>Peak date: switching model</th>
<th>Peak date available: switching model</th>
<th>Peak date: NBER</th>
<th>Peak date announced: NBER</th>
<th>Lead/lag discrepancy</th>
<th>Lead announcement date: switching model</th>
</tr>
</thead>
<tbody>
<tr>
<td>2001:Q3</td>
<td>November 2001</td>
<td>March 2001</td>
<td>November 26, 2001</td>
<td>–2Q</td>
<td>0</td>
</tr>
</tbody>
</table>

Mean: –0.8Q 0.5M  
Median: –1.0Q 1.0M  
Standard deviation: 0.8Q 1.9M

<table>
<thead>
<tr>
<th>Trough date: switching model</th>
<th>Trough date available: switching model</th>
<th>Trough date: NBER</th>
<th>Trough date announced: NBER</th>
<th>Lead/lag discrepancy</th>
<th>Lead announcement date: switching model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1975:Q2</td>
<td>August 1975</td>
<td>March 1975</td>
<td>—</td>
<td>–1Q</td>
<td>—</td>
</tr>
<tr>
<td>2001:Q4</td>
<td>February 2002</td>
<td>Not yet announced</td>
<td>Not yet announced</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Mean: –1.2Q 5.7M  
Median: –1.0Q 7.0M  
Standard deviation: 1.6Q 3.2M
model calls turning point dates in real time that are fairly close to the NBER dates. Table 2A shows the following: For the six NBER peaks in the past 40 years, the switching model applied to real GDP growth yields business cycle dates in real time that were exactly equal to the NBER’s in two cases and one or two quarters away in the other cases. The average discrepancy for peaks is 2.4 months with a standard deviation of 2.4 months. For the five NBER business cycle troughs, the trough dates from the model applied to real GDP growth coincide with the NBER dates in two cases and lag one or four quarters in the other cases. The average discrepancy is 3.6 months with a standard deviation of 4.8 months.

For the model applied to employment, Table 2B shows that the real-time probabilities of recession generally lag the NBER turning points, especially in the case of peak dates. The average discrepancy between the model and the NBER peak dates is 5.7 months with a standard deviation of 3.3 months. For trough dates, the average discrepancy is only 1.6 months with a standard deviation of 2.1 months.

Tables 2A and B demonstrate that the model, when applied to real GDP growth as well as to employment growth, identifies in real time each of the NBER business cycle episodes over the past 40 years. However, this performance would be less impressive if the model also identified numerous

**Table 2B**

Recession Dates Obtained in Real Time—NBER and Markov-Switching Model of Nonfarm Payroll Employment Estimated Over Recursive Samples

<table>
<thead>
<tr>
<th>Peak date: switching model</th>
<th>Peak date available: switching model</th>
<th>Peak date: NBER</th>
<th>Peak date announced: NBER</th>
<th>Lead/lag discrepancy</th>
<th>Lead announcement date: switching model</th>
</tr>
</thead>
<tbody>
<tr>
<td>November 1974</td>
<td>December 1974</td>
<td>November 1973</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>September 2001</td>
<td>October 2001</td>
<td>March 2001</td>
<td>November 26, 2001</td>
<td>—</td>
<td>1M</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>—</td>
<td>1M</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
<td>—</td>
<td>1.8M</td>
</tr>
<tr>
<td>Median</td>
<td></td>
<td></td>
<td></td>
<td>—</td>
<td>1.0M</td>
</tr>
<tr>
<td>Standard deviation</td>
<td></td>
<td></td>
<td></td>
<td>—</td>
<td>1.5M</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Trough date: switching model</th>
<th>Trough date available: switching model</th>
<th>Trough date: NBER</th>
<th>Trough date announced: NBER</th>
<th>Lead/lag discrepancy</th>
<th>Lead announcement date: switching model</th>
</tr>
</thead>
<tbody>
<tr>
<td>May 1975</td>
<td>June 1975</td>
<td>March 1975</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>July 2002?</td>
<td>Not yet identified</td>
<td>Not yet announced</td>
<td>Not yet announced</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
<td>1.6M</td>
<td>10.7M</td>
</tr>
<tr>
<td>Median</td>
<td></td>
<td></td>
<td></td>
<td>—</td>
<td>11.0M</td>
</tr>
<tr>
<td>Standard deviation</td>
<td></td>
<td></td>
<td></td>
<td>2.1M</td>
<td>4.5M</td>
</tr>
</tbody>
</table>
other "false" business cycle episodes in real time. Tables 3A and B summarize the incidence of such false identifications. From Table 3A, over this 40-year period the dating algorithm applied to real GDP identified only one false business cycle date, in the second quarter of 1979. This increase in the probability of recession signaled an actual slowdown in the U.S. economy in 1979, associated with the second oil shock, and preceded the 1980 recession. From Table 3B, the model applied to employment growth identifies two false business cycle dates using turning point rule 1. The first of these was in June and July 1971, when the probabilities increased above 50 percent with no corresponding NBER recession. The other false turning point for employment occurs immediately following the 1990-91 recession. Using turning point rule 1, the switching model initially dated the trough of this recession as August 1991. However, \( P(S_T = 1 | T) \) then increased above 50 percent again from November 1991 to January 1992, thus dating a double-dip recession following the 1990-91 recession. Using turning point rule 2, both of these false turning points would have been ruled out, leaving no false business cycle dates. This would not have come at the expense of any missed NBER business cycle episodes, as turning point rule 2 also captured all 11 NBER turning points.

We now turn to the issue of whether the switching model applied in real time would have identified turning points any faster than the NBER Business Cycle Dating Committee. The sixth column of Tables 2A and B, generated using rule 1, suggests that the answer is yes for both peak and trough dates obtained from the model applied to either real GDP or employment growth. Business cycle peak dates were determined an average of 0.5 months and 1.8 months before the NBER announcement, using the model applied to real GDP growth and employment growth, respectively. The model improves on the timeliness of the NBER even more in determining business cycle trough dates. For the three business cycle troughs in the past 25 years, the model applied to GDP would have determined these dates an average of 5.7 months prior to the NBER, with a maximum of 8 months for the 1980 trough. When applied to employment, the model would have determined trough dates an average of 10.7 months prior to the NBER announcements. The model provides a longer lead time when applied to the employment series partially because the employment series is released more quickly than the GDP series.

What should one conclude from the above analysis? We have focused on two evaluation criteria for the regime-switching model: (i) its ability to identify business cycle turning points that correspond to NBER business cycle peaks or troughs and are in fairly close proximity to the NBER dates and (ii) the speed with which the peaks and troughs are identified. Whether one prefers the switching model or to wait for the NBER announcement depends on the relative weight one attaches to each type of performance. If the primary interest is to quickly

### Table 3

**Real-Time Turning Point Signal Error—Markov-Switching Models**

**A. Real GDP Growth**

<table>
<thead>
<tr>
<th>Turning point evaluation (6 recessions: 6 NBER peaks, 5 troughs)</th>
<th>Rule 1</th>
<th>Rule 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct TP</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>Missed TP</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>False TP</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

**B. Employment Growth**

<table>
<thead>
<tr>
<th>Turning point evaluation (6 recessions: 6 NBER peaks, 5 troughs)</th>
<th>Rule 1</th>
<th>Rule 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct TP</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>Missed TP</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>False TP</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

**NOTE:** Correct TP refers to prediction of a turning point when an NBER turning point occurs. Missed TP refers to prediction of no turning point when an NBER turning point occurs. False TP refers to prediction of a turning point when no NBER turning point occurs.
determine whether a recession has begun or ended, the switching model will likely be preferable. If, instead, the primary interest is to obtain the exact NBER date of the business cycle peak or trough, with relatively little weight on the speed with which this is obtained, the switching model will be of less interest. We argue that the switching model presented here provides an improvement in the speed at which NBER business cycle dates are identified, with a reasonable tradeoff in the accuracy of the dates assigned. This performance is impressive given that the model is based on only a single variable.

**The 2001 Recession**

The most recent U.S. recession merits further discussion for at least two reasons. First, data revisions in recent months have caused significant revisions in the real-time peak date established by the switching model. Indeed, this revision matches or exceeds the largest seen in the sample period considered in Table 2. It is worth exploring further the reasons for these large revisions. Second, the trough date for this recession had not yet been established when this paper was written, providing us with an out-of-sample experiment of the usefulness of the switching model.

In November 2001 the NBER Dating Committee dated the peak of the previous expansion as March 2001. In contrast, the real-time recursive probability of a recession, given by $P(S_T = 1 | T)$, first rose above 50 percent in the third quarter of 2001 for the model applied to real GDP and in September 2001 for the model applied to employment growth (Tables 2A and B). A more detailed look at these recession probabilities is given in the first column of Tables 4A and B and shows the real-time recursive probability of a recession at each date over the past several years.

The recent large revisions in GDP and employment data changed the peak date obtained from the switching model. The second column of Tables 4A and B show the smoothed probability of a recession using the most recent data available, which was the July 31, 2002, vintage for real GDP and the August 2, 2002, vintage for employment. Using this data, the switching model dates the recession as beginning much earlier, in the fourth quarter of 2000 for real GDP growth and in February 2001 for employment growth. The large revision in the peak date stems from recent data revisions that indicated significantly slower growth than previously recorded for the first six months of 2001. For example, the release of real GDP data dated June 27, 2002, from

### Table 4

**Probabilities of Recession from Markov-Switching Models**

<table>
<thead>
<tr>
<th>Period</th>
<th>Recursive in real time (percent)</th>
<th>Full sample using revised data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>A. Applied to GDP Growth (percent)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Q1 1.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Q2 1.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Q3 0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Q4 14.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Q1 17.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Q2 30.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Q3 60.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Q4 57.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Q1 12.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Q2 28.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Q1 88.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Q2 72.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Q3 61.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Q4 59.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Q1 61.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Q2 61.2</td>
</tr>
</tbody>
</table>
the Bureau of Economic Analysis recorded quarterly annualized growth of 1.3 and 0.3 percent for the first and second quarters of 2001, respectively. However, the data released on July 31, 2002, instead recorded declines in GDP of 0.6 and 1.6 percent in these quarters. These data revisions altered the peak date established by the switching model, pushing it much earlier—into late 2000 and early 2001.

Again, at the time this paper was written, the NBER had not yet dated the end of the 2001 recession. However, the switching model applied to real GDP growth has already dated the business cycle trough. The real-time probabilities indicate that the end of the recession occurred in the fourth quarter of 2001. This date would have been available with the initial release of the fourth quarter 2001 GDP data, in February 2002. Using the revised GDP data released in late July, the model dates the trough even earlier, in the third quarter of 2001. Using data up to the August 2, 2002, vintage, the switching model applied to employment growth had not yet dated the end of the recession.

CONCLUSIONS

In this paper we have explored the real-time performance of a Markov-switching model applied to real GDP and employment data for replicating the NBER business cycle chronology over the past 40 years. The model produces business cycle peak and trough dates that are fairly close to the NBER dates, using only information that would have been available at the time the dates were initially established. An important feature of the model is that it generally determines turning-point dates more quickly than the NBER Business Cycle Dating Committee. This timing advantage can be large, especially for business cycle troughs. It accomplishes this performance with a minimum of “false positive” business cycle peak or trough dates over the 40-year period.

Overall, the evidence presented above suggests that a statistical regime-switching model, such as the one used in this paper, could be a useful supplement to the NBER Business Cycle Dating Committee for establishing turning point dates. It appears to capture the features of the NBER chronology accurately and swiftly; furthermore, the method is transparent and consistent. It would be interesting to evaluate the real-time performance of multivariate switching models that incorporate another feature of NBER recessions, comovement across many economic variables over the business cycle, to see whether additional improvements can be made. We leave this for future research.
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