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In the last decade or so, exchange rate economics has seen a number of important developments, with substantial contributions to both the theory and the empirical understanding of exchange rate determination. Important developments in econometrics and the increasing availability of high-quality data have also stimulated a large amount of empirical work on exchange rates. While this research has improved our understanding of exchange rates, a number of challenges and questions remain. One of the most widely studied and still unanswered questions in this literature involves why monetary models of exchange rate determination cannot forecast much of the variation in exchange rates.

The monetary approach to exchange rate determination emerged as the dominant exchange rate model at the outset of the recent float in the early 1970s and remains an important exchange rate paradigm (Frenkel, 1976; Mussa, 1976, 1979; Bilson, 1978). However, Meese and Rogoff’s (1983a) finding that monetary models’ forecasts could not outperform a simple no-change forecast was a devastating critique of standard models and marked a watershed in exchange rate economics. Moreover, even with the benefit of 20 years of hindsight, evidence that monetary models can consistently and significantly outperform a naïve random walk is still elusive (e.g., see Mark and Sul, 2001; Rapach and Wohar, 2001a, 2001b; Faust, Rogers, and Wright, 2001).

This article reviews this puzzle and discusses several potential explanations for the consistent failure of monetary models to forecast much variation in nominal exchange rates. We present the essential elements of the monetary model in the next section and then discuss, in the third section, the key empirical studies examining the out-of-sample forecasting performance of the monetary model. The fourth section outlines possible explanations of the apparent failure of monetary model predictions and a final section briefly concludes.

THE MONETARY APPROACH TO EXCHANGE RATE DETERMINATION

In this section we describe the main features of the monetary approach to exchange rate determination in its flexible-price formulation (Frenkel, 1976; Mussa, 1976, 1979).1

The monetary approach starts from the definition of the exchange rate as the relative price of two monies and attempts to model that relative price in terms of the relative supply of and demand for those monies. In discrete time, monetary equilibria in the domestic and foreign country, respectively, are given by

\[ m_t = p_t + \kappa^* y_t - \lambda^* i_t \]

\[ m_t^* = p_t^* + \kappa^* y_t^* - \lambda^* i_t^* \]

where \( m_t, p_t, y_t, \) and \( i_t \) denote the log-levels of the money supply, the price level, income, and the level of the interest rate, respectively, at time \( t; \kappa \) and \( \lambda \) are positive constants; asterisks denote foreign variables and parameters. In the monetary model, the real interest rate is exogenous in the long run and determined in world markets, because of the implicit assumption of perfect capital mobility.

Another building block of the monetary model is absolute purchasing power parity (PPP), which holds that goods-market arbitrage will tend to move the exchange rate to equalize prices in two countries. For example, if U.S. goods are more expensive than Mexican goods, U.S. and Mexican consumers will tend to purchase more goods in Mexico and fewer in the United States. The increased relative demand for Mexican goods will tend to make the peso appreciate with respect to the dollar and equalize the dollar-denominated prices of U.S. and Mexican goods. The monetary model assumes that PPP holds continuously, so that

\[ s_t = p_t - p_t^* \]

1 For a more comprehensive discussion of the monetary model and other models of exchange rate determination, see Sarno and Taylor (2002, Chap. 4 and 5).
where \( s_t \) is the log-level of the nominal bilateral exchange rate (the domestic price of the foreign currency).

The domestic money supply determines the domestic price level and hence the exchange rate is determined by relative money supplies. Subtracting domestic price level and hence the exchange rate is the domestic price of the foreign currency).

The model further assumes that the uncovered interest parity (UIP) condition holds

\[
E_t(\Delta s_{t+1}) = (i_t - i_t^*)
\]

where \( \Delta \) is the first-difference operator, so that \( \Delta x_t = x_t - x_{t-1} \) for any \( x \), and \( E_t(\Delta s_{t+1}) \) denotes the market expectation of the change in the exchange rate. The expected rate of depreciation of the domestic currency, \( \Delta s_{t+1} \), can then be substituted for the nominal interest rate differential, \( (i_t - i_t^*) \) in equation (5) to yield

\[
\Delta s_{t+1} = (m_t - m_t^*) - \kappa (y_t - y_t^*) + \lambda (i_t - i_t^*)
\]

Using the identity \( E_t(\Delta s_{t+1}) = E_t(s_{t+1}) - s_t \), equation (7) may in turn be rewritten as

\[
\Delta s_{t+1} = (1 + \lambda)^{-1}(m_t - m_t^*) - \kappa(1 + \lambda)^{-1}(y_t - y_t^*) + \lambda(1 + \lambda)^{-1}E_t(s_{t+1}).
\]

By iterating forward in equation (8), the rational expectations solution to (7) may be written as

\[
s_t = (1 + \lambda)^{-1} \sum_{i=0}^{\infty} \left( \frac{\lambda}{1 + \lambda} \right)^i E_t\left[ (m_{t+i} - m_{t+i}^*) - \kappa(y_{t+i} - y_{t+i}^*) \right].
\]

where \( E_t[\cdot] \) denotes the mathematical expectation conditional on the information set available at time \( t \). It is well known from the rational expectations literature, however, that equation (9) represents only one solution to (7) from a potentially infinite set. In general, given the exchange rate determined according to equation (9), say \( s_t^* \), (7) has multiple rational expectations solutions conforming to

\[
\Delta s_t = (s_t^* + E_t[B_t]),
\]

where the rational bubble term \( B_t \) satisfies

\[
E_t[B_{t+1}] = \lambda^{-1}(1 + \lambda)B_t.
\]

Therefore, \( s_t^* \) simply represents the rational expectations solution to the monetary model in the absence of rational bubbles. Rational bubbles represent significant departures from the fundamentals of the model that would not be detected in a specification such as (5). Thus, testing for the presence of bubbles can be interpreted as an important specification test of the model (Meese, 1986).

**Assumptions of the Monetary Model**

Although the simplicity of the flexible-price monetary model is very attractive, this simplicity requires many assumptions. Open economy macroeconomics is essentially about six aggregate markets: goods, labor, money, foreign exchange, domestic bonds (i.e., non-money assets), and foreign bonds. The monetary model concentrates, however, directly on equilibrium conditions in only one of these markets, the money market. This is implicitly achieved in the following fashion. By assuming perfect substi-
tutability of domestic and foreign assets, the domestic and foreign bond markets essentially become a single market, reducing the number of markets to five. The exchange rate adjusts freely to equilibrate supply and demand in the foreign exchange market. Perfectly flexible prices and wages likewise equilibrate supply and demand in the goods and labor markets. Thus, three of the five remaining markets are cleared. Recalling Walras’s law, according to which equilibrium in $n-1$ markets of an $n$-market system implies equilibrium in the $n$th market, equilibrium of the full system in the model is then determined by equilibrium conditions for the money market. The flexible-price monetary model is thus, implicitly, a market-clearing general equilibrium model in which continuous PPP among national price levels is assumed (Sarno and Taylor, 2002, Chap. 4).

**Sticky-Price Monetary Models**

The very high volatility of real exchange rates during the 1970s cast serious doubts on the assumption of continuous PPP and inspired the development of further classes of models, including sticky-price monetary models and equilibrium models.4

The sticky-price monetary model, due originally to Dornbusch (1976), allows short-term overshooting of the nominal and real exchange rates above their long-run equilibrium levels. In this model, it is assumed that there are “jump variables” in the system (exchange rates and interest rates) compensating for stickiness in other variables, notably goods prices. Consider the effects of a cut in the nominal domestic money supply. Since goods prices are sticky in the short run, this implies an initial fall in the real money supply and a consequent rise in interest rates to clear the money market. The rise in domestic interest rates then leads to a capital inflow and an appreciation of the nominal exchange rate. Investors are aware that they are artificially forcing up the value of the domestic currency and that they may therefore suffer a foreign exchange loss when the proceeds of their investment are used to repay liabilities in foreign currency. Nevertheless, as long as the expected foreign exchange loss (the expected rate of depreciation of the domestic currency) is less than the known capital market gain (the interest rate differential), risk-neutral investors will continue to borrow abroad to buy domestic assets. A short-run equilibrium is achieved when the expected rate of depreciation is just equal to the interest rate differential, i.e., when UIP holds. Since the domestic currency must be expected to depreciate because of the interest rate differential, the domestic currency must have appreciated beyond its long-run, PPP equilibrium. In the medium run, however, domestic prices begin to fall in response to the fall in the money supply. This alleviates pressure in the money market (the real money supply rises), and domestic interest rates start to decline. The exchange rate then depreciates slowly toward long-run PPP. Thus, this model can explain the apparent paradox that the currencies of countries with relatively higher interest rates tend to depreciate: the initial rise in the interest rate induces a sharp exchange rate appreciation, followed by a slow depreciation as prices adjust, which continues until long-run PPP is satisfied.

Nevertheless, it should be clear that, regardless of whether one assumes that prices are flexible or sticky, the traditional flexible-price monetary model and its sticky-price formulation imply exactly the same fundamental equation for the exchange rate, which is of the form (5). We now turn to the empirical evidence on the performance of the monetary model in forecasting exchange rates.

**FORECASTING EXCHANGE RATES WITH MONETARY MODELS**

The move to floating exchange rates in the 1970s spawned a wealth of theoretical efforts to explain their observed high volatility. The monetary models discussed in the previous section were among the most popular and intuitively appealing. It was natural to examine the empirical fit and forecasting ability of these models. This section selectively reviews the long literature attempting to use monetary models to forecast exchange rates.5

---

4 Equilibrium exchange rate models, due originally to Stockman (1980) and Lucas (1982), analyze the general equilibrium of a two-country model in a representative agent, utility maximizing framework with sound microfoundations. Equilibrium models may be viewed as an extension or generalization of the flexible-price monetary model that allows for multiple traded goods and real shocks across countries. These models are not amenable to direct econometric testing or to the formulation of models designed to forecast exchange rates because they are based on utility functions that cannot be directly estimated. (Rather, researchers have sought to test the broad rather than specific implications of this class of models for exchange rate behavior.) Similar reasoning applies, at least at the present stage, to the literature on “new open economy macroeconomics” (see Lane, 2001, Sarno, 2001, and the references therein).

5 This paper focuses on forecasting exchange rates with monetary models. There are many nonmonetary models available, however. Fair (1999) uses a nonmonetary macro model; Clarida and Taylor (1997) and Clarida, Sarno, Taylor, and Valente (2003) use models based on the term structure; and Evans and Lyons (1999) use order flow models to explain exchange rate changes. Cheung, Chinn, and Pascual (2002) examine the performance of the most recent set of linear models.
**Meese and Rogoff (1983a and 1983b)**

Meese and Rogoff (1983a, 1983b)—hereafter MR—conducted the seminal work in the use of monetary models to forecast the exchange rate. Their procedure was straightforward: They regressed the log of exchange rates on various combinations of relative macroeconomic variables typically included in the exchange rate models of the 1970s. The basic prediction equation was as follows:

\[
s_{t+k} = a_0 + a_1 (m_t - m_t^*) + a_2 (y_t - y_t^*) + a_3 (i_t - i_t^*)
+ a_4 (\pi_t^e - \pi_t^e*) + a_5 t b_t + a_6 t b_t^* + u_t,
\]

where \(s_t, m_t, y_t, i_t, \pi_t^e, \) and \(t b_t\) are the logs at time \(t\) of the exchange rate, domestic (U.S.) money supply, output, interest rates, expected inflation, and the trade balance. Asterisks denote foreign variables. MR interpreted exchange rate models, such as the Frenkel-Bilson, Dornbusch-Frankel, and Hooper-Morton models, as implying different sets of restrictions on the coefficients in the regression (Hooper and Morton, 1982). As is the case with most estimations of macroeconomic models, little effort was made to explicitly map the model to the functional form and estimation procedure.

The data were monthly observations from March 1973 through June 1981. MR estimated the models on in-sample periods by several techniques, including ordinary least squares (OLS), generalized least squares (GLS) (to correct for serial correlation in the errors), and Fair’s (1970) instrumental variables (IV) (to correct for simultaneous equations bias).\(^7\)

To allow the out-of-sample forecast coefficients to change, rolling regressions with fixed sample sizes were used. That is, coefficients were initially estimated using data until November 1976, then 1-, 3-, and 12-month forecasts were constructed. To construct the next set of forecasts, the next month of data (December 1976) was added, the first month of data was dropped, and the coefficients were re-estimated. For the exercises in which future values of the independent variables were needed to construct forecasts, MR provided the models with actual future values of the independent variables—instead of forecasting them—to give the monetary model the best possible chance of forecasting well.\(^8\)

MR used both in-sample model evaluation criteria, such as the R\(^2\), and out-of-sample criteria, such as the comparison of the root-mean-squared error (RMSE) of the model’s forecast with that of a benchmark forecast, the driftless random walk. Many of the estimated models fit the in-sample data well. In-sample evaluation techniques, which permit the use of all the data available to the researcher, provide more precise estimates of statistics of interest and therefore have greater power to reject the null hypothesis of no predictability of the exchange rate.\(^9\)

The advantage of out-of-sample evaluation procedures is that they implicitly test the stability of the estimated coefficients and therefore provide a more stringent and realistic hurdle for models to overcome.

The main conclusion of the MR paper was that none of the structural exchange rate models were able to forecast out-of-sample better than a naïve no-change forecast by mean-squared error (MSE) and mean absolute error (MAE) criteria. There was some evidence of predictability at longer horizons, but—given the massive failure at short horizons—this did not receive much attention.

**Econometric Problems**

The MR exercise had a number of econometric problems, many of which they recognized and attempted to mitigate with variations on their procedures. First, because the explanatory variables were all endogenous—determined within the economic system—the estimated coefficients in the equations surely suffered from simultaneous equations bias. That is, even with an arbitrarily large amount of data, the coefficient estimates would not converge to any structural parameters. MR (1983b) attempted to correct for this problem with IV estimation and an in-sample grid search over possible parameter values. The IV estimation did not help and an in-sample grid search constituted unconvincing evidence. Because the benchmark

---

\(^6\) MR also estimated univariate models of exchange rate changes and vector autoregressions, employing all the variables in equation (12). These models were also unsuccessful, however, and this paper focuses on efforts with monetary models.

\(^7\) MR were very thorough in checking the robustness of their results to changes in procedures; because of space constraints in this paper, it is difficult to list all their permutations of models, estimation methods, and data.

\(^8\) Faust, Rogers, and Wright (2001) have recently shown that real-time, Federal Reserve forecasts of future independent money and output variables actually generate better forecasts of the future exchange rate than do actual future values of the independent variables.

\(^9\) The *power function* of a statistical test is the probability of rejecting the null hypothesis, conditional on the true data-generating process. The *size* of a test is the power when the null hypothesis is true.
no-change prediction is nested within the model, some combination of parameters must perform at least as well as the no-change model within the sample. A model with all zeros for coefficients, for example, will perform exactly as well as the no-change forecast. And, in practice, some combination of coefficients will almost certainly outperform the no-change forecast, in-sample.

It is unclear, however, why biased coefficients would be a problem for a forecasting exercise. If the covariance matrix of the structural errors is homoskedastic and stable over time, forecasts from biased coefficients would be superior to those from structural parameters.

Second, problems with the persistence of the variables in the regression were not dealt with in a convincing way. (See the boxed insert on persistence and cointegration.) In particular, because the dependent variable, the log exchange rate, in the predictive regression was probably I(1) but not cointegrated with any combination of the independent variables, the error term was probably I(1) and the coefficient estimates were inconsistent and thus meaningless for forecasting.

More Negative Results

The very strong negative results of the MR study spawned an enormous amount of subsequent research that varied econometric techniques or the information set to try to rescue the ability of fundamental models—or any models—to forecast exchange rates. For example, Wolff (1987, 1988), Schinasi and Swamy (1989), and Canova (1993) used time-varying coefficients in an effort to compensate for instability in the model. Other authors used expanded information sets or different functional forms for the empirical work (Meese and Rose, 1990). Such efforts, however, proved immediately unsuccessful or were subsequently shown to be fragile to minor changes in technique or the data. The MR result that monetary fundamentals do not help predict exchange rates remained conventional wisdom.

Resurrecting the Monetary Approach: Mark (1995)

Some progress was made, however, in the 1990s. Mark (1995) and Chinn and Meese (1995) focused on neglected aspects of the problem, primarily the possibility of better long-run predictability, but also the finite sample properties of the test statistics and the estimation procedure implied by the theoretical model.

Mark (1995) considers an expression relating the change in the exchange rate to the deviation of the exchange rate from a linear combination of relative money and relative output, which is called the fundamental value of the exchange rate. Essentially Mark exploits the monetary model equation (5), assuming that $\kappa = 1$ and the interest differential is equal to zero, so that the fundamentals term is

$$ f_t = [m_t - \bar{m}_t - (y_t - \bar{y}_t)]. $$

In this model, the difference between the current fundamentals and the current exchange rate—called the error correction term $(f_t - s_t)$—determines the $k$-period-ahead change in the exchange rate:

$$ s_{t+k} - s_t = \alpha k + \beta k (f_t - s_t) + \nu_{t+k,t}. $$

Using quarterly data on U.S. dollar (USD) exchange rates with Canada (CAD), Germany (DEM), Japan (JPY), and Switzerland (CHF) from 1973:Q2 to 1991:Q4, Mark computed the forecast regression in (14) over horizons of 1, 4, 8, 12, and 16 quarters. Out-of-sample forecasts began in 1984:Q1.

As did MR, Mark (1995) relied on both in-sample and out-of-sample evidence to assess the degree of predictability in his model. In-sample evidence included both the statistical significance of the estimated coefficients, $\beta_k$, and the $R^2$s of the regressions at various horizons, $R^2_k$. Out-of-sample evidence focused on the RMSE provided by the forecasts from the estimated model versus those from a driftless random walk, the same out-of-sample benchmark as used by MR. Mark (1995) examined the ratio of these RMSEs, OUT/RW_k (also called the Theil U statistic), as well as the statistical significance of their difference, the DM statistic (Diebold and Mariano, 1995).10

In evaluating the statistical significance of the results, Mark (1995) confronted some of the same econometric problems that beset MR. Two of the complications are well known: (i) Because the independent variable $(f_t - s_t)$ is highly autocorrelated, the coefficients $\alpha_k$ and $\beta_k$ would be biased in finite samples (Mankiw and Shapiro, 1986; Stambaugh, 1986); and (ii) for forecast horizons $(k)$ greater than one period, the overlapping forecast errors would have autocorrelation of at least degree $k - 1$, com-

---

10 Mark (2001) provides an easily readable discussion of exchange rate forecasting issues.
plicating the construction of functions of the forecast errors, like coefficient standard errors.

To overcome these difficulties, Mark (1995) relied on nonparametric bootstrapping to determine the statistical significance of his in-sample and out-of-sample results. Nonparametric bootstrapping is a method of simulating the distribution of statistics with the distribution of actual errors estimated by the model—rather than pseudo-random errors from a normal (or other) distribution—under some assumption about how the data were generated (Berkowitz and Kilian, 2000). In this case, a bootstrapping exercise calculates how often an economy look like they might have been generated by a model in which there is no predictability?

Mark (1995) assumed a null data-generating process (DGP) where the exchange rate change is simply a constant plus an error term and the error correction term (ECT) \((f_t - s_t)\) follows an autoregressive process of order \(P\),

\[
\Delta s_t = a_0 + \epsilon_{1,t},
\]

\[
(f_t - s_t) = b_0 + \sum_{j=1}^{P} b_j (f_{t-j} - s_{t-j}) + \epsilon_{2,t}.
\]

Note that (15) implies that the change in the exchange rate is unforecastable. Mark chose the parameters of the DGP to match the actual data and then constructed bootstrapped distributions for the test statistics as follows:

1. Estimate the null DGP, which is described by equations (15) and (16).
2. Draw 2000 error samples of size 76 from the estimated null DGP covariance matrix.
3. Use the errors to compute 2000 series of \(s_t\) and \(f_t - s_t\), from equations (15) and (16).
4. Run the predictive regression, equation (14), to obtain estimates of \(\beta_k\), its \(t\) statistics, and the out-of-sample RMSEs from the estimated models and the benchmark no-change prediction.

Table 1 presents selected results from Mark’s (1995) exercise with significance levels generated from a DGP described by (15) and (16). Out-of-sample forecasts were evaluated against the benchmark of a driftless random walk—no change in the exchange rate. Mark (1995) concluded that evidence of predictability, including \(\beta_k\)s, adjusted \(\beta_k\)s, \(t\) statistics, and \(R^2\)s, increases with the forecast horizon and that there is evidence of statistically significant forecastability at horizons of 12 and 16 quarters for the DEM and CHF. In the German case, for example, the \(\beta_1\) is 0.035 and the \(\beta_{16}\) is 1.324. The \(t\) statistics (p values) likewise rise (fall) with \(k\), except for Canada. The p values for the German \(\beta_1\) and \(\beta_{16}\) \(t\) statistics are 0.291 and 0.038, respectively. Likewise, the strongest out-of-sample evidence for predictability is at the longest horizons. The OUT/RW statistics—which are less than 1 when the monetary forecasting regression provides lower RMSEs than the no-change forecast—show that the monetary model beats the benchmark at every horizon for the CHF and the JPY and at the 12- and 16-quarter horizons for the DEM. In the latter case, the regression’s RMSE is about half that of the no-change forecast at the 16-quarter horizon.

Unpredictability Strikes Back

Mark’s (1995) innovative use of the bootstrap solved a number of econometric problems and appeared to show that there was greater power to predict exchange rates at long horizons than at short horizons. And his conclusions were largely buttressed by those of Chinn and Meese (1995), who investigated many of the same issues and used a wider variety of explanatory variables, including trade balance, the relative price of tradeables/non-tradeables, interest rates, and inflation, as well as nonparametric methods. Chinn and Meese (1995) found that their fundamental-based error-correction models outperformed the random walk model for long-term prediction horizons.

Soon, however, other researchers such as Berkowitz and Giorgianni (2001) and Kilian (1999) began to criticize Mark’s (1995) methodology and the resultant conclusions. Berkowitz and Giorgianni (2001) focused on how Mark’s (1995) assumptions about the long-run behavior of the data series influenced the evidence of predictability. Kilian (1999) looked more carefully at the form of the assumed DGP and the robustness of the results to changes in the sample. Both criticisms focused on a disadvantage of bootstrapping and other simulation procedures: The results can depend crucially on the assumed DGP.

Berkowitz and Giorgianni (2001)—hereafter BG—pointed out that Mark’s (1995) DGP—equations (15) and (16) in this paper—implicitly assumed that the exchange rate and the macroeconomic fundamentals were cointegrated, meaning that while each of the series \(\{s_t, f_t\}\) might be individually I(1), a linear combination of them is stationary, or I(0).
In other words, even if the difference between $f_t$ and $s_t$ is nonstationary in the real data, estimation of equation (16) will tend to generate data in which the difference between $f_t$ and $s_t$ is stationary. The generated exchange rate, $s_t$, cannot diverge very far from the generated macroeconomic fundamental, $f_t$. Ex ante, it is not obvious that cointegration is an important issue, as cointegration is neither a necessary nor a sufficient condition for fundamentals to predict exchange rate changes. However, in this case, BG argue that the distribution of the test statistics depends on whether there is cointegration or not.11 If $f_t$ and $s_t$ are not cointegrated in the real data, then the critical values generated under the assumption of cointegration will be incorrect. The critical values will be incorrect because the forecasting regression,

11 Berben and van Dijk (1998) derive the asymptotic distributions of the estimator of the regression parameter and its t statistic, under the null hypothesis of no cointegration. They find that the distribution does not depend on the forecast horizon. Long-horizon regressions have no power advantages in testing for cointegration. Their analysis shows that Mark’s (1995) results can be at least partly explained by his assumption of cointegration.

### Table 1

**Mark’s (1995) Results Using the DGP in Equations (15) and (16) (1973:Q2–1991:Q4)**

<table>
<thead>
<tr>
<th>Country</th>
<th>Horizon</th>
<th>Beta</th>
<th>Adj-Beta</th>
<th>t(20)</th>
<th>p Value</th>
<th>$R^2$</th>
<th>p Value</th>
<th>OUT/RW</th>
<th>p Value</th>
<th>DM(20)</th>
<th>p Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada</td>
<td>1</td>
<td>0.040</td>
<td>0.029</td>
<td>3.051</td>
<td><strong>0.070</strong></td>
<td>0.059</td>
<td><strong>0.058</strong></td>
<td>0.998</td>
<td>0.181</td>
<td>0.061</td>
<td>0.184</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.155</td>
<td>0.109</td>
<td>2.389</td>
<td>0.183</td>
<td>0.179</td>
<td><strong>0.090</strong></td>
<td>1.119</td>
<td>0.537</td>
<td>-1.270</td>
<td>0.472</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.349</td>
<td>0.258</td>
<td>2.539</td>
<td>0.215</td>
<td>0.351</td>
<td><strong>0.065</strong></td>
<td>1.145</td>
<td>0.388</td>
<td>-1.036</td>
<td>0.361</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.438</td>
<td>0.317</td>
<td>1.961</td>
<td>0.340</td>
<td>0.336</td>
<td>0.150</td>
<td>1.436</td>
<td>0.550</td>
<td>-1.916</td>
<td>0.531</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.450</td>
<td>0.286</td>
<td>1.542</td>
<td>0.443</td>
<td>0.254</td>
<td>0.305</td>
<td>1.699</td>
<td>0.615</td>
<td>-2.596</td>
<td>0.542</td>
</tr>
<tr>
<td>Germany</td>
<td>1</td>
<td>0.035</td>
<td>0.011</td>
<td>1.836</td>
<td>0.291</td>
<td>0.015</td>
<td>0.419</td>
<td>1.015</td>
<td>0.340</td>
<td>-0.932</td>
<td>0.403</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.205</td>
<td>0.106</td>
<td>2.902</td>
<td>0.181</td>
<td>0.104</td>
<td>0.267</td>
<td>1.037</td>
<td>0.289</td>
<td>-1.345</td>
<td>0.506</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.554</td>
<td>0.363</td>
<td>3.487</td>
<td>0.191</td>
<td>0.265</td>
<td>0.178</td>
<td>1.002</td>
<td>0.226</td>
<td>-0.027</td>
<td>0.225</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.966</td>
<td>0.676</td>
<td>6.329</td>
<td><strong>0.069</strong></td>
<td>0.527</td>
<td><strong>0.060</strong></td>
<td>0.796</td>
<td>0.109</td>
<td>4.246</td>
<td><strong>0.058</strong></td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1.324</td>
<td>0.955</td>
<td>9.256</td>
<td><strong>0.038</strong></td>
<td>0.762</td>
<td><strong>0.015</strong></td>
<td>0.524</td>
<td><strong>0.036</strong></td>
<td>8.719</td>
<td><strong>0.045</strong></td>
</tr>
<tr>
<td>Japan</td>
<td>1</td>
<td>0.047</td>
<td>0.012</td>
<td>1.396</td>
<td>0.398</td>
<td>0.020</td>
<td>0.332</td>
<td>0.988</td>
<td>0.248</td>
<td>1.571</td>
<td>0.137</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.263</td>
<td>0.132</td>
<td>2.254</td>
<td>0.278</td>
<td>0.125</td>
<td>0.205</td>
<td>0.928</td>
<td>0.210</td>
<td>2.302</td>
<td>0.121</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.575</td>
<td>0.315</td>
<td>3.516</td>
<td>0.209</td>
<td>0.301</td>
<td>0.126</td>
<td>0.819</td>
<td>0.170</td>
<td>3.096</td>
<td>0.109</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.945</td>
<td>0.564</td>
<td>4.889</td>
<td>0.152</td>
<td>0.532</td>
<td><strong>0.036</strong></td>
<td>0.712</td>
<td>0.149</td>
<td>3.319</td>
<td>0.146</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1.273</td>
<td>0.790</td>
<td>4.919</td>
<td>0.169</td>
<td>0.694</td>
<td><strong>0.011</strong></td>
<td>0.574</td>
<td>0.121</td>
<td>5.126</td>
<td>0.157</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1</td>
<td>0.074</td>
<td>0.044</td>
<td>2.681</td>
<td>0.125</td>
<td>0.051</td>
<td><strong>0.096</strong></td>
<td>0.997</td>
<td>0.266</td>
<td>0.066</td>
<td>0.282</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.285</td>
<td>0.167</td>
<td>3.248</td>
<td>0.148</td>
<td>0.180</td>
<td><strong>0.091</strong></td>
<td>0.981</td>
<td>0.256</td>
<td>0.218</td>
<td>0.265</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.568</td>
<td>0.336</td>
<td>4.770</td>
<td><strong>0.095</strong></td>
<td>0.336</td>
<td><strong>0.077</strong></td>
<td>0.917</td>
<td>0.219</td>
<td>0.703</td>
<td>0.240</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.837</td>
<td>0.509</td>
<td>8.013</td>
<td><strong>0.024</strong></td>
<td>0.538</td>
<td><strong>0.026</strong></td>
<td>0.738</td>
<td>0.122</td>
<td>2.933</td>
<td>0.135</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1.086</td>
<td>0.672</td>
<td>17.406</td>
<td><strong>0.001</strong></td>
<td>0.771</td>
<td><strong>0.001</strong></td>
<td>0.411</td>
<td><strong>0.026</strong></td>
<td>9.650</td>
<td><strong>0.071</strong></td>
</tr>
</tbody>
</table>

**NOTE:** The table was constructed using programs and data supplied by Nelson Mark. The null DGP constructs the exchange rate as a random walk with drift, the error correction term, $(f_t - s_t)$, is constructed to follow an AR(p) process, and errors to equations (15) and (16) are drawn with nonparametric bootstrapping. The benchmark for out-of-sample forecast comparison is the driftless random walk, a no-change forecast. “Beta” denotes the estimate of $\beta_k$ from equation (14); “Adj-Beta” denotes the estimate of $\beta_k$ adjusted for endogenous regressor bias; “t(20)” is the t statistic computed using a 20-period window for Newey-West corrected standard errors; “$R^2$” is the $R^2$ of the forecast equation (14); “OUT/RW” is the ratio of the forecast RMSE to the RMSE of the no-change benchmark; “DM(20)” is the Diebold-Mariano statistic, computed using a 20-period window for construction of the covariance matrix for the test of equality between the RMSEs of the regression forecast and the no-change benchmark forecast. Boldface p values denote results significant at the 10 percent level.
A SHORT PRIMER ON PERSISTENCE AND COINTEGRATION

A data series is said to be stationary if neither its mean nor any of its autocovariances depend on the date t. An implication of this is that the series will tend to be mean-reverting, to tend to return to its expected value when it departs from it. The longer such a series takes to return to its mean, the more persistent it is said to be. A series that is infinitely persistent will never tend to return to any mean value—its expected value doesn’t exist; such a series is nonstationary.1 Note that if a variable X_t has zero mean and is uncorrelated at all leads and lags—i.e., it is white noise—then X_t is stationary. If we define Y_t as the cumulated sums of X_t,

\[ Y_t = \sum_{i=0}^{t} X_i, \]

then, as t → ∞, the variance of Y_t becomes infinite, Y_t does not tend to revert to any value, so it is nonstationary. Y_t is also said to be I(1), integrated of order one—because it is the partial sum (or integral) of the X_t s—and X is referred to as I(0). Y_t is also sometimes called a random walk because changes to it are unpredictable (random) from other information, Y_t = Y_{t-1} + X_t, E(ΔY_t) = 0. Note that if X_t had a constant non-zero mean, that is X_t = δ + ε_t, where ε_t is white noise, then Y_t would be a random walk with drift: Y_t = Y_{t-1} + δ + ε_t, E(ΔY_t) = δ.

If at least one linear combination of I(1) variables is I(0), the variables are said to be cointegrated. Economic theory often implies that a linear combination of variables will be stationary. For example, one version of purchasing power parity says that exchange rates should be cointegrated with relative price levels—assuming that both are I(1) variables.

The persistence and cointegration of variables can have important implications for specifying regressions. For example, a regression equation only makes sense if the dependent and independent variables can be written so that the error is I(0). This requires that either both sides are I(0) or some combination of them is I(0). If the error term is I(1), its mean does not exist, coefficient estimates will be inconsistent, and forecasts will be biased. Generally, regressions are valid only if coefficients exist that make the error term stationary (Phillips, 1986).

A bivariate vector autoregression with a cointegrating relation between I(1) variables can be written in vector-error correction (VECM) form as follows:

\[ Δs_t = \lambda_1(\Delta f_{t-1} - s_{t-1}) + \sum_{i=1}^{p} a_i Δs_{t-i} + \sum_{i=1}^{p} b_i Δf_{t-i} + \mu_1 + \epsilon_{1,t}, \]

\[ Δf_t = \lambda_2(\Delta f_{t-1} - s_{t-1}) + \sum_{i=1}^{p} c_i Δs_{t-i} + \sum_{i=1}^{p} d_i Δf_{t-i} + \mu_2 + \epsilon_{2,t}. \]

Under the null hypothesis of no cointegration between the variables, the individual variables are I(1), and a VAR in differences is appropriate. Such a VAR implies that \( \lambda_1 = 0 \) and \( \lambda_2 = 0 \). To test this hypothesis, Horvath and Watson (1995) suggest a Wald test of the null that \( \lambda_1 = 0 \) and \( \lambda_2 = 0 \) in the above representation.

Unfortunately, it is difficult to tell the difference between variables that are I(1)—having no mean—and those that are I(0) but highly persistent, taking a long time to return to their mean. Therefore, resolving the question of whether fundamentals are cointegrated with exchange

1 If the expected value of a series does not exist, it is nonstationary. But nonstationary series can have expected values.
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rates is more difficult than one might think. In fact, it can be shown that stationary and nonstationary processes are observationally equivalent (Blough, 1992; Faust, 1993). In other words, there is a nonstationary process that will behave arbitrarily close to any given stationary process, and vice versa. In practice, it is frequently the case that a series of interest could be consistent with either stationarity or nonstationarity.

The problem of spurious regression occurs when an I(1) variable is regressed on an unrelated I(1) variable. Spurious regressions, investigated by Granger and Newbold (1974) and analyzed further by Phillips (1986), are regressions that relate independent random walks and produce apparently statistically significant—but inconsistent and meaningless—coefficients. Intuitively, spurious regressions occur because the moment matrix of the regressors $(X'X)$ doesn’t converge to anything and so becomes arbitrarily large, making the reported standard error of the coefficient too small and permitting false rejections of the hypothesis that the coefficient is equal to zero.

Even a variable that is not I(1) can cause problems in a regression if it is persistent—highly autocorrelated. It has long been understood that if the independent variable in a regression is persistent, the coefficient estimates in that regression will be biased. Marriott and Pope (1954) and Kendall (1954) studied the phenomenon in the autoregressive case and Mankiw and Shapiro (1986) and Stambaugh (1986) extended the results to multiple-equation models. To understand why persistence creates finite sample bias, consider the case of an AR(1) process:

$$y_t = \beta y_{t-1} + \epsilon_t,$$

where $y_0 = 0$ and $E(\epsilon_t^2) = \sigma^2$ and $E(\epsilon_t) = 0$. The OLS estimator is given by

$$\hat{\beta} = \frac{\sum_{t=1}^{T} y_{t-1}y_t}{\sum_{t=1}^{T} y_{t-1}y_{t-1}},$$

and the difference between $\beta$ and $\hat{\beta}$ is given by:

$$\hat{\beta} - \beta = \frac{\sum_{t=1}^{T} y_{t-1}\epsilon_t}{\sum_{t=1}^{T} y_{t-1}^2}.$$

With persistent regressors, the expectation of $\hat{\beta} - \beta$ is not equal to zero because there is positive correlation between the product $y_{t-1}\epsilon_t$ and $y_{t-1}^2$ for $j \geq 0$. In other words, if the product of the regressor $(y_{t-1})$ and the error term $(\epsilon_t)$ is large and positive, then they are probably both large and of the same sign. In this case, near-term future values of the series $(y_t)$ will tend to be far from the unconditional mean and their squares will be large too. Conversely, if $y_{t-1}\epsilon_t$ is negative, then $y_t$ will tend to be closer to its mean $(0)$ than $y_{t-1}$, and so $y_t^2$ will tend to be small. Thus an estimator in a regression with a persistent regressor will be biased in finite samples.

He notes that even if the series are cointegrated, the ECT $(f_t - s_t)$ reverts to its mean very slowly.

Because the Horvath-Watson test results imply that Mark’s (1995) assumption of cointegration might be incorrect and because this assumption might influence the distribution of test statistics, BG reexamined the forecastability question without the cointegration assumption. In particular, BG conducted two bootstrapping experiments to study the behavior of the system under alternative assumptions about the DGP. Their first model assumed that cointegration for only one rate, the CHF. Kilian’s results were even more negative toward the cointegration hypothesis; his test failed to reject the null of no cointegration for any exchange rate. Unfortunately, it is often impossible to reject the null of no cointegration, even if $(f_t - s_t)$ is stationary but persistent. To better evaluate the balance of the evidence, Kilian adapts an idea of Rudebusch (1993) to weigh the balance of evidence for and against cointegration. Kilian finds that the evidence favors the cointegration hypothesis for the CHF, was indeterminate for CAD, and favored the null of no cointegration for the DEM and JPY. Nevertheless, Kilian (1999) concludes that the data are potentially consistent with either the assumption of cointegration between $s_t$ and $f_t$ or the contrary, no cointegration.
the exchange rate is a random walk with drift—as did Mark (1995)—and that macro fundamentals \((f_t)\) follow an AR(3) process:

\[
\Delta s_t = a_0 + \varepsilon_{1,t},
\]

\[
f_t = b_0 + \sum_{j=1}^{3} b_j f_{t-j} + \varepsilon_{2,t}.
\]

This first model did not assume cointegration and, in generating data, the covariance between the error terms \(\varepsilon_{1,t}\) and \(\varepsilon_{2,t}\) was set equal to zero. The exchange rate and macro fundamentals were independent by construction.

Table 3, which is excerpted from Table 4 in BG, shows the results of Mark’s forecasting exercise with three changes: (i) p values were calculated with the DGP described in (17) and (18); (ii) parametric bootstrapping was used in place of nonparametric bootstrapping to generate data; and (iii) the out-of-sample benchmark included a drift term.\(^{14}\) BG find that many of the DEM statistics—denoted by shaded boxes—are no longer significant.\(^{15}\) Only the CHF shows much evidence of predictability.

Table 4—excerpted from Table 5 in BG—is constructed in exactly the same way as Table 3, except that it extends the sample by three years to the end of 1994. With this change, there is now no evidence of predictability at the 5 percent level, even at long horizons for any exchange rate except the CHF.\(^{16}\) However, there is now evidence of predictability in the OUT/RW statistics at shorter horizons for the CHF.

The second BG model was an unrestricted vector autoregression (VAR) for the pair \(\{s_t, f_t\}\). BG considered this model, which permitted but did not enforce cointegration, as an intermediate case between the assumption of cointegration enforced by Mark and the assumption of independence that produced Tables 3 and 4:

\[
\Delta s_t = a_0 + \sum_{j=1}^{p} a_{1j} s_{t-j} + \sum_{j=1}^{p} a_{2j} f_{t-j} + \varepsilon_{1,t},
\]

\[
f_t = b_0 + \sum_{j=1}^{3} b_{1j} s_{t-j} + \sum_{j=1}^{p} b_{2j} f_{t-j} + \varepsilon_{2,t}.
\]

The results from the unrestricted VAR—shown in Table 5—show very little evidence of predictability except for the CHF. BG noted that for the DEM, JPY, and CAD the p values for the OUT/RW statistics are smaller at shorter horizons than they are at longer horizons, indicating less evidence of predictability at longer horizons, in contrast to Mark’s basic conclusion.\(^{17}\)

Kilian’s (1999) primary focus was the study of the power function of forecasting regressions at short horizons versus long horizons rather than foreign exchange predictability per se. Such a study of power requires a null DGP. Kilian (1999) carefully mapped the monetary model to a constrained vector error correction model (VECM), which he estimated by feasible generalized least squares (FGLS) to construct bootstrapping distributions for the forecasting statistics:

\[
\Delta s_t = v_e + u_{1,t}
\]

and

\[
\Delta f_t = v_f - h_2 [s_{t-1} - f_{t-1}]
\]

\[
+ \sum_{j=1}^{p-1} \xi_{21} \Delta s_{t-j} + \sum_{j=1}^{p-1} \xi_{22} \Delta f_{t-j} + u_{2,t}.
\]

\(^{14}\) Kilian (1999) emphasized the importance of a drift in the out-of-sample benchmark, as discussed below.

\(^{15}\) Tables 3, 4, and 5 show only a subset of the test statistics.

\(^{16}\) The overturned results were from \((A(A), 20)\) statistics, some of which Table 4 does not show.

\(^{17}\) The unrestricted VAR does permit predictability, so the p values in Table 5 are the probabilities of obtaining test statistics at least as extreme as actually found, conditional on exchange rates and fundamentals following the estimated VAR.
where the system requires $h_2 < 0$ for stability. Kilian notes that while the DGP is asymptotically equivalent to Mark’s (1995) approximation, (21) and (22) will generate a different small sample distribution because of the different lag structure and estimation procedure. The results will also be sensitive to whether the estimated coefficients for the null DGP have been corrected for the finite-sample bias (see the boxed insert) caused by the persistence of the regressors, which was not compensated for in Mark’s procedure.

Kilian (1999) also emphasized the importance of the treatment of the drift term in the forecasting procedures. Specifically, Mark’s inconsistency in permitting a drift in the bootstrap DGP but not in the benchmark forecast biased the bootstrap critical values. In addition, comparing a fundamental forecast that has drift with a driftless random walk will conflate the contributions of the fundamentals and the drift. That is, if the out-of-sample statistics for the fundamental model are superior to those of the driftless random walk, one cannot be certain whether it is due to the contribution of the fundamentals or just the drift in the monetary model. To isolate the marginal contribution of the fundamentals, one has to allow for a drift in the benchmark forecast.

To illustrate the importance of the treatment of the drift term, Table 6—excerpted from the December 1997 working paper version of Kilian (1999)—

### Table 3

<table>
<thead>
<tr>
<th>Country</th>
<th>Horizon</th>
<th>Beta</th>
<th>t(20)</th>
<th>p Value</th>
<th>$R^2$</th>
<th>OUT/RW</th>
<th>p Value</th>
<th>DM(20)</th>
<th>p Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada</td>
<td>1</td>
<td>0.040</td>
<td>3.051</td>
<td><strong>0.095</strong></td>
<td>0.059</td>
<td>0.998</td>
<td>0.405</td>
<td>0.061</td>
<td><strong>0.441</strong></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.155</td>
<td>2.398</td>
<td>0.217</td>
<td>0.179</td>
<td>1.119</td>
<td>0.412</td>
<td>–1.270</td>
<td>0.849</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.349</td>
<td>2.539</td>
<td>0.225</td>
<td>0.351</td>
<td>1.145</td>
<td>0.712</td>
<td>–1.036</td>
<td>0.958</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.438</td>
<td>1.961</td>
<td>0.352</td>
<td>0.336</td>
<td>1.436</td>
<td>0.317</td>
<td>–1.916</td>
<td>0.592</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.450</td>
<td>1.542</td>
<td>0.458</td>
<td>0.254</td>
<td>1.699</td>
<td>0.196</td>
<td>–2.596</td>
<td>0.466</td>
</tr>
<tr>
<td>Germany</td>
<td>1</td>
<td>0.035</td>
<td>1.836</td>
<td>0.510</td>
<td>0.015</td>
<td>1.015</td>
<td>0.969</td>
<td>–0.932</td>
<td>0.724</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.205</td>
<td>2.902</td>
<td>0.354</td>
<td>0.104</td>
<td>1.037</td>
<td>0.914</td>
<td>–1.345</td>
<td>0.522</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.554</td>
<td>3.487</td>
<td>0.354</td>
<td>0.265</td>
<td>1.002</td>
<td>0.809</td>
<td>–0.027</td>
<td>0.814</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.966</td>
<td>6.329</td>
<td><strong>0.165</strong></td>
<td>0.527</td>
<td>0.796</td>
<td>0.406</td>
<td>4.246</td>
<td><strong>0.093</strong></td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1.324</td>
<td>9.256</td>
<td><strong>0.096</strong></td>
<td>0.762</td>
<td>0.524</td>
<td>0.113</td>
<td>8.719</td>
<td><strong>0.030</strong></td>
</tr>
<tr>
<td>Japan</td>
<td>1</td>
<td>0.047</td>
<td>1.396</td>
<td>0.516</td>
<td>0.020</td>
<td>0.988</td>
<td>0.477</td>
<td>1.571</td>
<td>0.286</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.263</td>
<td>2.254</td>
<td>0.353</td>
<td>0.125</td>
<td>0.928</td>
<td>0.396</td>
<td>2.302</td>
<td>0.215</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.575</td>
<td>3.516</td>
<td>0.228</td>
<td>0.301</td>
<td>0.819</td>
<td>0.304</td>
<td>3.096</td>
<td>0.172</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.945</td>
<td>4.889</td>
<td>0.166</td>
<td>0.532</td>
<td>0.712</td>
<td>0.233</td>
<td>3.319</td>
<td>0.173</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1.273</td>
<td>4.919</td>
<td>0.216</td>
<td>0.694</td>
<td>0.574</td>
<td>0.142</td>
<td>5.126</td>
<td>0.109</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1</td>
<td>0.074</td>
<td>2.681</td>
<td>0.210</td>
<td>0.051</td>
<td>0.997</td>
<td>0.642</td>
<td>0.066</td>
<td>0.704</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.285</td>
<td>3.248</td>
<td>0.181</td>
<td>0.180</td>
<td>0.981</td>
<td>0.596</td>
<td>0.218</td>
<td>0.676</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.568</td>
<td>4.770</td>
<td><strong>0.095</strong></td>
<td>0.336</td>
<td>0.917</td>
<td>0.458</td>
<td>0.703</td>
<td>0.621</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.837</td>
<td>8.013</td>
<td><strong>0.032</strong></td>
<td>0.538</td>
<td>0.738</td>
<td>0.214</td>
<td>2.933</td>
<td>0.203</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1.086</td>
<td>17.410</td>
<td><strong>0.006</strong></td>
<td>0.771</td>
<td>0.411</td>
<td><strong>0.026</strong></td>
<td>9.650</td>
<td><strong>0.019</strong></td>
</tr>
</tbody>
</table>

NOTE: This is excerpted from Table 4 in BG. Errors for the null DGP in equations (17) and (18) were drawn with a parametric bootstrap. The out-of-sample benchmark for comparison is a random walk with drift. See the notes to Table 1 for column headings. Boldface p values denote significance at the 10 percent level. Shaded boxes indicate results that would be significant with the cointegration assumption but are no longer significant without it. Italicized p value indicates figure that was not significant with the cointegration assumption, but is now significant without it.
presents the results from Mark’s (1995) forecasting exercise using Kilian’s DGP—equations (21) and (22)—with and without a drift in the random walk. The left-hand panel presents results from the driftless random walk benchmark while the right-hand panel presents results from the random walk with drift. Contrasting the results, using a drift in the benchmark eliminates any evidence of predictability for the JPY case but increases the predictability in the CAD and CHF, especially at short horizons. Kilian (1999) focused on the question of whether long-horizon regressions truly have greater power to find predictability than short-horizon tests. In particular, he extended the analytic work done by BG with Monte Carlo experiments that showed that increasing evidence of predictability at long horizons was due to the fact that such tests were more likely to err in favor of finding predictability where there was none, rather than really being better at finding latent predictability. In econometric jargon, the results were due to size distortions rather than power gains. To summarize: Both BG and Kilian (1999) conclude that it doesn’t help to increase the forecast horizon if the DGP is linear.

### Table 4

**Results of a Forecasting Exercise Using the DGP in Equations (17) and (18) (extended sample, 1973:Q2–1994:Q4)**

<table>
<thead>
<tr>
<th>Country</th>
<th>Horizon</th>
<th>Beta</th>
<th>t(20)</th>
<th>p Value</th>
<th>R²</th>
<th>OUT/RW</th>
<th>p Value</th>
<th>DM(20)</th>
<th>p Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada</td>
<td>1</td>
<td>0.035</td>
<td>3.013</td>
<td>0.136</td>
<td>0.041</td>
<td>0.994</td>
<td>0.428</td>
<td>0.169</td>
<td>0.540</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.147</td>
<td>2.475</td>
<td>0.295</td>
<td>0.155</td>
<td>1.040</td>
<td>0.853</td>
<td>−0.270</td>
<td>0.724</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.336</td>
<td>2.489</td>
<td>0.325</td>
<td>0.331</td>
<td>1.078</td>
<td>0.818</td>
<td>−0.316</td>
<td>0.756</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.430</td>
<td>1.799</td>
<td>0.505</td>
<td>0.334</td>
<td>1.280</td>
<td>0.416</td>
<td>−0.842</td>
<td>0.967</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.441</td>
<td>1.350</td>
<td>0.606</td>
<td>0.236</td>
<td>1.542</td>
<td>0.260</td>
<td>−1.580</td>
<td>0.782</td>
</tr>
<tr>
<td>Germany</td>
<td>1</td>
<td>0.038</td>
<td>2.269</td>
<td>0.431</td>
<td>0.021</td>
<td>0.998</td>
<td>0.715</td>
<td>0.117</td>
<td>0.713</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.156</td>
<td>2.369</td>
<td>0.487</td>
<td>0.082</td>
<td>1.005</td>
<td>0.821</td>
<td>−0.124</td>
<td>0.836</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.396</td>
<td>2.617</td>
<td>0.523</td>
<td>0.216</td>
<td>1.055</td>
<td>0.987</td>
<td>−0.286</td>
<td>0.930</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.697</td>
<td>3.250</td>
<td>0.474</td>
<td>0.393</td>
<td>1.133</td>
<td>0.886</td>
<td>−0.340</td>
<td>0.961</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1.019</td>
<td>3.956</td>
<td>0.432</td>
<td>0.601</td>
<td>1.235</td>
<td>0.720</td>
<td>−0.518</td>
<td>0.967</td>
</tr>
<tr>
<td>Japan</td>
<td>1</td>
<td>0.032</td>
<td>1.079</td>
<td>0.745</td>
<td>0.012</td>
<td>0.976</td>
<td>0.242</td>
<td>1.818</td>
<td>0.267</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.174</td>
<td>1.360</td>
<td>0.723</td>
<td>0.065</td>
<td>0.942</td>
<td>0.429</td>
<td>0.991</td>
<td>0.490</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.422</td>
<td>2.093</td>
<td>0.609</td>
<td>0.182</td>
<td>0.895</td>
<td>0.485</td>
<td>0.986</td>
<td>0.587</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.719</td>
<td>3.027</td>
<td>0.485</td>
<td>0.364</td>
<td>0.932</td>
<td>0.715</td>
<td>0.338</td>
<td>0.820</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.907</td>
<td>3.050</td>
<td>0.533</td>
<td>0.486</td>
<td>1.067</td>
<td>0.855</td>
<td>−0.235</td>
<td>0.990</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1</td>
<td>0.080</td>
<td>2.559</td>
<td>0.304</td>
<td>0.052</td>
<td>0.949</td>
<td>0.035</td>
<td>2.195</td>
<td>0.180</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.287</td>
<td>3.195</td>
<td>0.250</td>
<td>0.175</td>
<td>0.838</td>
<td>0.063</td>
<td>1.629</td>
<td>0.305</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.566</td>
<td>4.635</td>
<td>0.165</td>
<td>0.332</td>
<td>0.722</td>
<td>0.076</td>
<td>1.222</td>
<td>0.475</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.848</td>
<td>7.942</td>
<td>0.066</td>
<td>0.538</td>
<td>0.455</td>
<td>0.015</td>
<td>1.428</td>
<td>0.505</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>1.081</td>
<td>18.820</td>
<td>0.007</td>
<td>0.769</td>
<td>0.347</td>
<td>0.007</td>
<td>1.614</td>
<td>0.568</td>
</tr>
</tbody>
</table>

**NOTE:** This is excerpted from Table 5 in BG. Errors for the null DGP in equations (17) and (18) were drawn with a parametric bootstrap. The out-of-sample benchmark for comparison is a random walk with drift. See Table 1 notes for column headings. Boldface p values denote significance at the 10 percent level. Shaded boxes indicate results that were significant for the original sample (1973:Q2–1991:Q4), but are no longer significant with the extended sample. Italicized p values indicate the reverse—results that were not significant for the original sample (1973:Q2–1991:Q4), but now are significant with the extended sample.
The work of BG and Kilian (1999) shows that the results of the forecasting exercise were sensitive to a number of factors, including the data sample, the assumption of cointegration in the DGP, the lag structure of the DGP, the benchmark for out-of-sample comparison, and whether one corrects the DGP for bias generated by persistent regressors. Indeed, their conclusions on predictability are very similar. BG conclude that failure to impose cointegration leaves only weak evidence of predictability, and that is at predominantly short horizons. Kilian (1999) similarly concludes that with properly generated critical values, there is some evidence that monetary fundamentals predict foreign exchange rates but no evidence of more forecastability at longer horizons.

**Panel Studies**

When alternative explanations—i.e., predictability or no predictability—seem to fit the data equally well, employing additional data often illuminates the issue. In the present case, one might combine evidence from many exchange rates in a panel study of predictability, under the assumption that the exchange rates are either predictable from fundamentals for all the countries or predictable for none of them. Groen (2000) and Mark and Sul (2001) aggregated information about the predictability of exchange rates across countries. Rapach and Wohar...
(2001b) have examined whether such aggregation is appropriate.

Groen (2000) examines the question of whether exchange rates are cointegrated with fundamentals using both rate-by-rate Johansen (1991) cointegration tests and the Levin and Lin (1993) panel unit root tests on 4 subsets of 14 exchange rates against the USD: (i) all 14; (ii) the G-10; (iii) the G-7; and (iv) the European Monetary System (EMS). The rate-by-rate Johansen tests reject the null of no cointegration in about one-third of the cases using either the USD or DEM as numeraire currency; this suggests that “cointegration isn’t widespread.” The more powerful Levin-Lin (1993) panel test, however, rejects the null of no cointegration jointly for all the rates at the 5 percent level, using either the USD or DEM as numeraire for the 14-country panel.19 While the results for smaller panels are often insignificant, the overall conclusion is that the most powerful tests are supportive of cointegration.

The growing consensus against long-horizon prediction regressions and the econometric complications caused by overlapping forecast errors led Mark and Sul (2001) to eschew the search for long-run predictability in favor of a one-period-ahead panel regression of quarterly data on 18 exchange

Table 6

Results of a Forecasting Exercise Using Kilian’s DGP, Equations (21) and (22) (1973:Q2–1994:Q4)

<table>
<thead>
<tr>
<th>Country</th>
<th>Horizon</th>
<th>Benchmark: driftless RW p values</th>
<th>Benchmark: RW with drift p values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>t(20)</td>
<td>OUT/RW</td>
</tr>
<tr>
<td>Canada</td>
<td>1</td>
<td>0.054</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.132</td>
<td>0.147</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.172</td>
<td>0.139</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.286</td>
<td>0.341</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.392</td>
<td>0.539</td>
</tr>
<tr>
<td>Germany</td>
<td>1</td>
<td>0.420</td>
<td>0.348</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.486</td>
<td>0.329</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.520</td>
<td>0.334</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.473</td>
<td>0.268</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.428</td>
<td>0.206</td>
</tr>
<tr>
<td>Japan</td>
<td>1</td>
<td>0.771</td>
<td>0.080</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.738</td>
<td>0.079</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.620</td>
<td>0.072</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>0.497</td>
<td>0.099</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>0.557</td>
<td>0.112</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1</td>
<td>0.150</td>
<td>0.107</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.132</td>
<td>0.117</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td><strong>0.095</strong></td>
<td>0.113</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td><strong>0.036</strong></td>
<td>0.046</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td><strong>0.001</strong></td>
<td><strong>0.003</strong></td>
</tr>
</tbody>
</table>

Note: This table is excerpted from Tables 2 and 3 in the December 1997 working paper version of Kilian (1999). The left-hand panel uses a driftless random walk for the DGP and out-of-sample benchmark. The right-hand panel uses a random walk with drift for the DGP and out-of-sample benchmark. The columns display the p values for the t statistic with a 20-period window, ratio of RMSEs, and Diebold-Marino statistics for differences in RMSEs, respectively. Boldface p values denote significance at the 10 percent level.

19 Taylor, Peel, and Sarno (2001) note that panel unit root tests tend to reject the null of a unit root if even one of the series is stationary, because the null hypothesis is that all of the series have a unit root.
rates and fundamentals. The sample started in 1973:Q1 and ended in 1997:Q1. Mark and Sul (2001) first test for and find evidence of cointegration with a panel dynamic OLS framework, which controls for asymptotic bias in the forecast statistics. This cointegration finding is used to construct the bootstrapped data that corrects coefficients for persistent regressor bias and evaluates the statistical significance of Theil U statistics. The forecasting equation is the multi-exchange rate analogue to those used in previous papers, a one-period-ahead panel regression, estimated by seemingly unrelated regressions (SUR) over expanding samples.20 The system could be written as follows:

\[ s_{it+1} - s_{it} = \beta(f_{it} - s_{it}) + \varepsilon_{i,t+1} \]

\[ \varepsilon_{i,t+1} = \gamma_i + \theta_{t+1} + u_{i,t+1}, \]

where \( s_{it} \) and \( f_{it} \) are the log exchange rate and the log fundamentals of exchange rate \( i \) at time \( t \), \( \gamma_i \) is an exchange-rate-specific error, \( \theta_t \) is a time-specific error, and \( u_{i,t} \) is an idiosyncratic error. Three exchange rates are considered as numeraire for the system: the USD, the CHF, and the JPY. In the one-step-ahead forecasting exercises, Mark and Sul (2001) find that monetary fundamentals have a small but statistically significant amount of predictability—using Theil U statistics—when the USD or CHF is numeraire but none when the JPY is the standard. They also find that monetary fundamentals predict somewhat better than PPP fundamentals.

Both the Groen (2000) and Mark and Sul (2001) studies pooled data across countries to try to bring more power to answering the question of how well monetary models predict the exchange rate. The practice of pooling data across countries assumes, of course, that the same DGP produces the data for all the countries. Such assumptions are called “homogeneity assumptions.” If the DGP is different across countries, however, then pooling the data can lead to incorrect inference. Using the Mark and Sul (2001) data set, Rapach and Wohar (2001b) first confirm previous results that the monetary model fits very poorly in country-by-country estimation during the floating rate period (1973:Q1–1997:Q1). “It is difficult to overstate how poorly the monetary model performs…on a country by country basis” (Rapach and Wohar, 2001b, p. 3). In contrast, however, pooled estimates do support the monetary model, as in Mark and Sul (2001). Next, the authors formally test whether the cross-country homogeneity assumptions are justified. That is, is it likely that one DGP could have produced the disparate coefficient estimates from the 14 different exchange rates? A Wald test rejects this one-DGP hypothesis for most subsets of countries (Mark, Ogaki, and Sul, 2000).

And a Monte Carlo study shows that it is very plausible that heterogeneous DGPs—fit to the 14 exchange rate/fundamental processes—could produce pooled parameter estimates similar to those found in the real data. These findings cast doubt on the wisdom of pooling data across countries and the reliability of the conclusions.

Bolstering the argument in favor of pooling, however, is the fact that the pooled parameter estimates are as good as the country-by-country forecasts at short horizons and better at long horizons. Rapach and Wohar (2001b) cite Pesaran, Shin, and Smith (1999) as arguing that omitted variables and measurement error might lead to the false rejection of homogeneity restrictions and that pooling might still be appropriate and helpful under such circumstances. Ultimately, Rapach and Wohar (2001b) conclude that researchers could reasonably differ about the fit of the monetary model of exchange rates during the post-Bretton Woods period.

**Long Spans of Data**

Combining evidence from many countries in a panel study is one way to increase the available data to determine whether exchange rates are cointegrated with fundamentals. Another approach is to simply use much longer spans of data. Rapach and Wohar (2001a) took this latter approach, using exchange rate, money, and output data from 14 industrialized countries, over a span as long as 115 years (1880–1995), to investigate the long-run relationship between these variables. Table 7 summarizes the results from Rapach and Wohar (2001a).

First, Rapach and Wohar (2001a) noted that if exchange rates are to be predicted from relative money and output, some combination of the three variables \( \{s_t, (m_t - m_t'), \gamma_t - y_t'\} \) must be stationary (I(0)). If no combination is I(0), then the error from any forecast will become arbitrarily big as time goes on, bigger than the benchmark error. If one of these variables \( \{s_t, (m_t - m_t'), \gamma_t - y_t'\} \) is I(1), for example, while the other two are I(0), then no linear combination can be I(0) and the monetary model can be

---

20 In expanding samples, one period is added to the in-sample data used to estimate coefficients before each forecast to give the model the maximum amount of data with which to construct out-of-sample forecasts.
### Table 7

**Summary of Rapach and Wohar (2001a)**

<table>
<thead>
<tr>
<th>Country</th>
<th>Sample period</th>
<th>Unit root tests on ({s_t, m_t - m_t^<em>, y_t - y_t^</em>})</th>
<th>DOLS cointegrating vector</th>
<th>Tests that support cointegration</th>
<th>Unit root tests on (s_t - [m_t - m_t^<em>] + [y_t - y_t^</em>])</th>
<th>((f_t - s_t)) Predicts (\Delta s_{t+1}) in a VECM</th>
<th>((f_t - s_t)) Predicts (\Delta f_{t+1}) in a VECM</th>
<th>Four-quarter-ahead Theil U statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>1880-1995</td>
<td>{(0.45, -0.19)}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.98</td>
</tr>
<tr>
<td>Belgium</td>
<td>1880-1989</td>
<td>{(1.00, -1.01)}</td>
<td>1 of 4</td>
<td>Moderate support</td>
<td>Yes</td>
<td>No</td>
<td>1.02</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>1880-1995</td>
<td>{(0.13, 0.10)}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Denmark</td>
<td>1885-1995</td>
<td>Reject the model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>1911-1995</td>
<td>{(1.01, NA)}</td>
<td>3 of 4</td>
<td>Moderate support</td>
<td>Yes</td>
<td>No</td>
<td>1.02</td>
<td></td>
</tr>
<tr>
<td>France (trend)</td>
<td>1880-1989</td>
<td>{(1.03, -1.16)}</td>
<td>4 of 4</td>
<td>Strong support</td>
<td>Yes</td>
<td>Yes</td>
<td>1.02</td>
<td></td>
</tr>
<tr>
<td>Italy</td>
<td>1880-1995</td>
<td>{(0.96, -1.34)}</td>
<td>4 of 4</td>
<td>Strong support</td>
<td>Yes</td>
<td>No</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td>Netherlands</td>
<td>1900-1992</td>
<td>NA</td>
<td>NA</td>
<td>Strong support</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norway</td>
<td>1899-1995</td>
<td>Reject the model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Portugal</td>
<td>1929-1995</td>
<td>{(1.07, NA)}</td>
<td>3 of 4</td>
<td>Moderate support</td>
<td>No</td>
<td>Yes</td>
<td>1.01</td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td>1901-1995</td>
<td>{(0.86, -1.29)}</td>
<td>4 of 4</td>
<td>Strong support</td>
<td>No</td>
<td>Yes</td>
<td>1.03</td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>1880-1995</td>
<td>Reject the model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Switzerland</td>
<td>1880-1995</td>
<td>{(0.86, -1.30)}</td>
<td>1 of 4</td>
<td>Weak support</td>
<td>Yes</td>
<td>Yes</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1880-1995</td>
<td>{(0.45, -0.99)}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**NOTE:** This table summarizes the results from Rapach and Wohar (2001a). “Trend” after a country name indicates that a trend was permitted in cointegrating relations. Column 3 displays “Reject” if univariate unit root tests on the 3 series \(\{s_t, m_t - m_t^*, y_t - y_t^*\}\) permit one to reject that a linear combination of them can be stationary. Rejecting this hypothesis permits one to immediately reject the monetary model of exchange rates. Column 4 shows dynamic OLS estimates of the cointegrating vector (Stock and Watson, 1993). The monetary model implies a vector of \((1, -1)\). NA indicates that either all variables were stationary (the Netherlands) or that relative output \((y_t - y_t^*)\) is stationary (Finland and Portugal). Column 5 provides the number of cointegration tests (out of 4) that support the hypothesis that exchange rates are cointegrated with fundamentals. Column 6 shows the degree to which tests on \(s_t - [m_t - m_t^*] + [y_t - y_t^*]\) reject the null of a unit root and thereby support the monetary model. Columns 7 and 8 show whether the coefficients \(\lambda_1\) and \(\lambda_2\) from the VECM described by equations (25) and (26) are statistically significant, respectively. Column 9 provides the one-year-ahead out-of-sample Theil U statistic in each case. Statistics less than 1 indicate that the monetary model outforecast the random walk benchmark.
reduced. Such unit root tests alone enable the authors to reject the monetary model for Denmark, Norway, and Sweden (Table 7, column 3).

Second, Rapach and Wohar (2001a) go on to estimate cointegrating vectors—using four different methods—for the following equation:

\[ s_t = \beta_0 + \beta_1(y_t - m^*_t) + \beta_2(y_t - y_t^*) + \epsilon_t; \]

they test—using four different cointegration tests—whether those vectors are consistent with the vector implied by the simple monetary model \( \{\beta_1 = 1, \beta_2 = -1\} \) (Table 7, columns 4 and 5). All four tests find evidence of cointegration for France, Spain, and Italy; three tests find evidence for Finland and Portugal; and one test finds evidence for Belgium and Switzerland. The estimated coefficients are often close to those implied by the simple monetary model \( \{\beta_1 = 1, \beta_2 = -1\} \).

Third, the authors use unit root tests on the residuals from the error correction term \( \{s_t - (m_t - m^*_t) + (y_t - y_t^*)\} \), which is implied by the simple monetary model. A rejection of the unit root hypothesis is interpreted as supporting the “simple,” “long-run” monetary model. The tests produce strong support for the monetary model for the Netherlands, France, Italy, and Spain; moderate support for Belgium, Finland, and Portugal; and weak support for Switzerland (Table 7, column 6). The authors caution, however, that deviations from monetary fundamentals can be substantial and very persistent.

Fourth, a VECM is estimated to investigate the dynamics of the relation between exchange rates and the fundamentals. The VECM can be written as follows:

\[ \Delta s_t = \lambda_1(f_{t-1} - s_{t-1}) + \sum_{i=1}^{p} q_i \Delta s_{t-i} + \sum_{i=1}^{p} b_i \Delta f_{t-i} + \mu_t + \epsilon_{1,t} \]

\[ \Delta f_t = \lambda_2(f_{t-1} - s_{t-1}) + \sum_{i=1}^{p} c_i \Delta s_{t-i} + \sum_{i=1}^{p} d_i \Delta f_{t-i} + \mu_t + \epsilon_{2,t}. \]

Note that fundamentals predict exchange rates in the expected way if either

\[ \lambda_1 > 0 \text{ or } \sum_{i=1}^{p} b_i > 0. \]

Similarly, exchange rates predict fundamentals in the expected way if either

\[ \lambda_2 < 0 \text{ or } \sum_{i=1}^{p} c_i > 0. \]

Rapach and Wohar (2001a) find that the error correction term \( (f_{t-1} - s_{t-1}) \) predicts exchange rates for Belgium, Finland, and Italy \( (\lambda_1 > 0, \lambda_2 = 0) \). In VECM jargon, monetary fundamentals are said to be weakly exogenous for these cases. For Portugal and Spain, the exchange rate is weakly exogenous, the error correction term predicts future fundamental changes but not exchange rate changes \( (\lambda_1 = 0, \lambda_2 < 0) \). The error correction term predicts both future fundamentals and exchange rate changes for France and Switzerland \( (\lambda_1 > 0, \lambda_2 < 0) \). These results are summarized in columns 7 and 8 of Table 7.

Finally, the authors pursue the usual out-of-sample forecasting exercises and find that their Theil U statistics, DM statistics, and encompassing regressions show evidence of predictability—beyond the random walk with drift—for Belgium, Italy, and Switzerland and some evidence for Finland (from encompassing regressions not shown in Table 7). Not surprisingly, cases in which the VECM showed the exchange rate to be weakly exogenous are out-of-sample forecasting failures. The authors note, however, that forecasting failure can still be consistent with the long-run monetary model if deviations from fundamentals predict future fundamentals (Table 7, column 9).

Figure 1 uses the case in which the monetary model has the best out-of-sample fit—the case of the USD/Italian lira (ITL)—to illustrate how little of the variation in the one-year-ahead exchange rate change the monetary model predicts. The top panel shows exchange rate changes and recursive, out-of-sample forecasts from 1939 to the end of the sample in 1995. The bottom panel shows the same data from the beginning of the floating exchange rate era, 1973-95. The figure appears to show that the monetary model forecasts best in extreme circumstances, such as those seen during the high inflation

---

21 Rapach and Wohar (2001b) defined exchange rates to be the foreign currency price of domestic currency—the inverse of the definition used previously in this paper—and defined the fundamentals as the negative of Mark’s fundamentals. For consistency, this paper will use Mark’s definitions of the exchange rate and fundamentals. Also, note that Rapach and Wohar (2001b) imposed \( \beta_2 = 0 \) in their estimate of the cointegrating vector for Finland and Portugal because relative output was found to be I(0) in those cases.

22 An encompassing regression evaluates the predictive content of forecasting techniques by testing whether realized values of the exchange rate depend positively on predicted values from one or more forecasting techniques.
that Italy suffered during World War II or during 1986–87, when the dollar weakened again after a period of unusual strength. In almost all periods, however, the monetary model explains very little of the variation in one-year-ahead exchange rate changes.

### Data Revisions

Faust, Rogers, and Wright (2001) examine the impact of yet another issue: data revisions. Previous studies had all assumed that the data they used would be fixed and known to a forecaster. In fact, macroeconomic data such as money supply and output figures are often extensively revised, meaning that data depends on the date on which the series were obtained. In other words, if one obtained U.S. output data in April 1992—as the authors infer that Mark did—one might have a different estimate of U.S. output growth for 1991:Q1 than if one obtained data in April 1993. To investigate the effect of data revisions on forecasting exercises with monetary models, Faust, Rogers, and Wright (2001) obtained 38 data sets, representing the best estimates of the data as it stood on different dates from April 1988 to October 2000.

With these 38 data sets, they first attempted to see whether one would obtain the same inference as Mark (1995) by holding back the final 40 quarters of data from each set for an out-of-sample forecasting exercise. That is, each of the 38 data sets were different from each other both because of data revisions and the fact that the final 40 quarters of data would be over different periods. They found that the only vintages of the data that would have produced significant long-horizon predictability were those in a 2-year window around April 1992, the time that Mark collected his data set. The decrease in predictability for other data sets was due to both sample periods—as noted by Kilian (1999)—and data revisions.

To isolate the marginal effect of data revisions, the authors fixed the sample period and compared results using more- and less-revised data. The more-revised data showed less evidence of predictability. Theil U statistics rise and p values fall as the data are revised. For example, data revisions made the 16-quarter Theil U statistic rise from 0.52 to 0.64 in the German case and from 0.55 to 0.69 in the Japanese case. And the p values for these cases rise above 0.1. Similarly, the authors estimate a portfolio-balance model using inflation, interest rates, and cumulated trade balances—as in Chinn and Meese (1995)—and they find that data revisions have even larger effects than in the monetary model.

Next Faust, Rogers, and Wright (2001) investigate the quality of “real-time” data forecasts. Real-time forecasts use the latest revision of data available at any given point in time to estimate the parameters of the model and make forecasts. That is, real-time exercises can use a different set of data for each forecast period. In contrast, the other forecasting exercises (e.g., Mark, 1995) used one data set—the latest revisions available when the research is done—to estimate the equation and make forecasts. Faust, Rogers, and Wright find that real-time data provide better out-of-sample predictive power—according to out-of-sample relative RMSEs—in almost every case than the latest data revision. Perhaps this should not surprise us. If the exchange rate changes do
depend on market participants’ expectations of future monetary fundamentals (i.e., equation (14)), which are based on currently available (real-time) data, then real-time data should provide better estimates of market expectations.

Finally, the authors find that Federal Reserve forecasts of future variables sometimes outperform actual future values of those independent variables in an MR-type regression multi-period forecast. This is ironic. MR sought to give the monetary models the best possible chance to forecast well by replacing forecasts of future independent variables with actual values. But, (at least some) forecasts of fundamentals predict exchange rates better than the future values of those variables.

The study concludes that both the particular sample period used by Mark (1995) and the particular vintage of data revisions combined to produce better out-of-sample forecasting performance than most data samples and/or data revisions would have. Indeed, only data sets constructed in about 1992 would have shown evidence of long-horizon predictability. Faust, Rogers, and Wright (2001) speculate that evidence of forecastability is actually an artifact of data mining, the tendency to test multiple models on one set of data until, by chance, positive results are found. Finally, for a given fixed sample, real-time data would have produced better forecasts than the latest data revisions. Hindsight turns out to handicap the forecasts rather than to improve them.

**Nonlinear Models**

The monetary model is intuitively appealing but clearly explains very little exchange rate variability. One explanation for the weak relation is that exchange rates are relatively insensitive to monetary fundamentals close to equilibrium values but tend to strongly revert to those fundamentals when the deviation is large. Taylor and Peel (2000), Taylor, Peel, and Sarno (2001), and Kilian and Taylor (2001) investigate the plausibility of this characterization with nonlinear models.

Taylor and Peel (2000) estimate a nonlinear model of quarterly exchange rates and monetary fundamentals for the British pound (GBD)/USD and DEM/USD exchange rates from 1973:Q1 to 1996:Q4. They find that the exponential smooth transition autoregressive (ESTAR) model (Granger and Teräsvirta, 1993) parsimoniously describes the deviation of the exchange rate from monetary fundamentals. This model predicts that the exchange rate change will be nearly unpredictable when the deviation from fundamentals is small, but will strongly revert toward those fundamentals when the deviation is big. The authors use this to characterize the degree of over- and undervaluation of the exchange rates during the modern period of floating exchange rates. Similarly, Taylor, Peel, and Sarno (2001) show that the same model fits real exchange rates well and explains deviations from PPP.

Kilian and Taylor (2001) note that a convincing explanation for the nonlinear dynamics of the ESTAR model is lacking. The authors suggest a candidate model in which uncertainty about the fundamental value of the exchange rate deters agents from speculating against small deviations from fundamentals.23 Monte Carlo studies show that there is more predictability for plausible DGPs at the one- and two-year horizons, so long-horizon tests are useful in such an environment. Further, if the ESTAR model is the true DGP, then all past tests of long-horizon predictability are invalid because they assume a linear null DGP, which is incorrect. Consistent with this prediction, the authors find that in-sample evidence of predictability from seven OECD countries increases “dramatically” with the forecast horizon.24 Yet, the authors are still unable to find evidence of out-of-sample predictability. They ascribe this to the low power of out-of-sample tests, given the short span of post-Bretton Woods data and the rarity of large departures from fundamentals during that time.

**WHY DOESN’T THE MONETARY MODEL PREDICT WELL?**

One obvious problem is that three of the building blocks of the monetary model, money demand equations, purchasing power parity (PPP), and uncovered interest parity (UIP) do not work very well (Engel, 1996 and 2000). Money demand equations have proven unstable, especially in the United States (Friedman and Kuttner, 1992), but changing the numeraire currency doesn’t seem to help the monetary model much.

But that begs the question as to why PPP and UIP perform so poorly. Why are floating exchange rates poorly explained by the monetary approach? On the one hand, Figure 6 shows that there is a strong and statistically significant relationship between exchange rate changes and changes in monetary fundamentals. But, on the other hand, the extent of this relationship is obviously insufficient to explain the large variation in exchange rate changes over time.25

---

23 Kilian and Taylor (2001) assume that the fundamental value is a function of relative prices rather than money and output, as in the monetary model.

24 Mark and Sul (2002) find that long-horizon regressions can have asymptotic power advantages over one-period-ahead procedures in cases similar to those found in foreign exchange forecasting. Their Monte Carlo experiments show that the phenomenon might be even more common in finite samples.
rates so volatile and unrelated to prices and interest differentials? Many researchers have claimed that volatile expectations or departures from rationality are likely to account for the failure of exchange rate models. For example, Frankel (1996) argues that exchange rates are detached from fundamentals by swings in expectations about future values of the exchange rate. These fluctuations in exchange rates are essentially bubbles, of the type discussed in the second section of the paper. Four pieces of evidence suggest that expectations are to blame for such behavior: (i) Survey measures of exchange rate expectations are very poor forecasters and the expectations themselves are frequently not internally consistent (Frankel and Froot, 1987; Sarno and Taylor, 2001); (ii) Failure of expectations to be rational is often blamed for the failure of UIP (Engel, 1996); (iii) Trend-following trading rules appear to make risk-adjusted excess returns, in apparent violation of the efficient markets hypothesis (Neely, 1997; Neely, Weller, and Dittmar, 1997); (iv) Switching from a fixed exchange rate to a floating rate—which changes the way expectations are formed—changes the behavior of nominal and real exchange rates and the ability of UIP to explain exchange rate changes.

This latter point requires some explanation. Fixed exchange rates anchor investor sentiment about the future value of a currency because of the government’s commitment to stabilize its value. If expectations are based on fundamentals, rather than irrationally changing expectations, then the relationship between fundamentals and exchange rates should be the same under a fixed exchange rate regime as it is under a floating regime. This is not the case. Countries that move from floating exchange rates to fixed exchange rates experience a dramatic change in the relationship between prices and exchange rates. Specifically, real exchange rates (exchange rates adjusted for inflation in both countries) are much more volatile under floating exchange rate regimes, where expectations are not tied down by promises of government intervention (Mussa, 1986). Figure 2 illustrates a typical case: When the German government ceased to fix the DEM to the USD in March 1973, the variability in the real USD/DEM exchange rate increased dramatically. This result suggests that, contrary to the efficient markets hypothesis, swings in investor expectations may detach exchange rates from fundamental values in the short run. Similarly, UIP seems to do such a poor job explaining USD exchange rates while doing a pretty good job with semi-fixed rates such as those found in the EMS (Flood and Rose, 1996). Indeed, Flood and Rose (1999) develop a UIP-based model of the exchange rate that explains why UIP—and exchange rate forecasts—might perform poorly in the short term even with perfectly rational agents. UIP also performs better over long horizons than over short horizons (Meredith and Chinn, 1998; Alexius, 2001). The common thread among these cases is that fluctuations in short-term expectations do not affect the model’s performance.

CONCLUSION: THE BIG PICTURE

The seminal work of MR showed that monetary models were unable to forecast exchange rates better than a no-change forecast. Since then, a small army of researchers has attempted to forecast exchange rates with the analytically attractive monetary model. Initial attempts were strikingly unsuccessful; Mark (1995), however, appeared to show that monetary fundamentals could predict exchange rate changes at three- to four-year horizons. Kilian (1999), Berkowitz and Giorgianni (2001), and Faust, Rogers, and Wright (2001) subsequently criticized the underlying assumptions of Mark’s study with respect to the stationarity of the data, robustness to sample period, appropriate benchmark for comparison, and the vintage of the data. Attempts to forecast with panel studies (Mark and Sul, 2001; Rapach and Wohar, 2001b) or very long samples (Rapach and Wohar, 2001a) have failed to establish the existence of predictability beyond reasonable doubt.
Other research suggests that exchange rates might be nonlinearly mean reverting to fundamentals and that the intuitively appealing monetary model might therefore provide better predictions when exchange rates deviate substantially from fundamentals (Kilian and Taylor, 2001). Such models also imply that long-horizon regressions might be more informative than short-horizon regressions.

How should one interpret these disparate results? The monetary model is intuitively appealing, and monetary variables likely influence exchange rate changes. But, like all models, it simplifies reality. The literature on exchange rate forecasting has shown that the amount of exchange rate variation explained by monetary models is—at most—small. Further research will doubtless continue to attempt to quantify this predictability. Other future research might profitably explore the way that expectations of asset prices are formed and the factors—such as dispersion of belief, risk aversion, and transactions costs—that permit extreme nominal exchange rate variability by hindering arbitrage.

Other conclusions that one might draw depend on the purpose of these forecasting exercises, which is little discussed in the literature. Researchers have usually motivated their work by the desire to evaluate monetary models of the exchange rate (MR) and have cautioned that they are not trying to build the best possible forecasting model (Mark and Sul, 2001); but the negative results for monetary models have nonetheless produced a conventional wisdom in the profession that exchange rate changes cannot be forecast—or cannot be forecast using macroeconomic fundamentals. It is not clear, however, that this is true.

It might seem obvious that both policymakers and firms would want to forecast exchange rates, but it isn’t entirely clear why they would wish to do so with monetary fundamentals. Policymakers might wish to forecast exchange rates because of their influence on variables of more direct interest such as output and inflation. But why not directly forecast output and inflation if that is the case? Or, firms might wish to forecast exchange rates to make asset allocation decisions. But that would require a forecast of deviations from UIP, not of exchange rates themselves. Surely the reason for exchange rate forecasts will influence the method of evaluation and the value of those projections. Future research should address this topic.
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